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Zusammenfassung
Das Ziel der vorgelegten Arbeit ist die Entwicklung einer algorithmischen Methode zur inver-
sen Simulation von Herzrhythmusstörungen. Konkret wird die mathematische Anwendung
des offenen klinischen Problems der Differenzierung von verschiedenen atrialen Tachykar-
dien untersucht. Die folgenden Beiträge werden zum Stand der Technik geleistet.

• Es wird ein gänzlich neues Konzept zur Modellierung atrioventrikulärer (AV) Vorgänge
entwickelt, um die elektrischen Prozesse im menschlichen Herzen sowohl im Ganzen
als auch im Detail besser beschreiben zu können. Daher werden die Funktionsweise
des Herzens sowie die komplexen Leitungseigenschaften zwischen Vorhof und Herz-
kammer untersucht.

• Hierzu werden mehrere Modellierungstechniken aus verschiedensten Blickwinkeln
analysiert, die sowohl statistische als auch first principle Methoden auf zellulärer Ba-
sis beinhalten. Das Hauptaugenmerk liegt jedoch auf phenomenologischen Modellen,
welche die elektrischen Vorgänge des AV Knotens prognostizieren können. Diese spe-
zielle Art mathematischer Modelle kann leicht “vorwärts” berechnet werden falls alle
patientenabhängigen Modellparameter bekannt wären. In unserem Fall einer inversen
Simulation entsteht jedoch ein Nicht-Standard Optimerungsproblem. Die verknüpfte
kombinatorische und nichtlineare Struktur, in Verbindung unterschiedlicher Dimen-
sionen auf mehreren Block-Ebenen, erschweren diese Problemklasse.

• Dieses inverse Simulationsproblem wird durch den Vergleich der Zielfunktionswer-
te und anschließender Optimierung angegangen, ausgehend von einem regelmäßi-
gen Signaleingang. Dadurch ist unser neu entwickelter Algorithmus in der Lage die
meisten Merkmale des AV Knotens einfacher, exakter und effektiver zu beschreiben.
Wir haben es weiterhin geschafft die Komplexität des vorliegenden Diskriminierungs-
problems innerhalb der genutzten Modelle und Algorithmen drastisch zu reduzieren.
Diese Optimierungen führen zu einer enormen Laufzeitbeschleunigung, die ein dia-
gnostisches Ergebnis innerhalb weniger Sekunden garantiert.

• Als Teil dieser Arbeit haben wir die wohl weltweit größte Datenbank mit verifizierten
Testfällen der betreffenden Herzrhythmusstörungen erstellt. Die numerischen Ergeb-
nisse beinhalten eine ausführliche Validierung der präsentierten mathematischen Me-
thoden und Algorithmen. Diese werden sowohl auf der gesammelten Datenbasis ge-
testet, als auch gegenüber medizinischen Experten, sowie anderen computerbasierten
Algorithmen.

• Wir haben einen speziell zugeschnittenen Lösungsalgorithmus entwickelt, implemen-
tiert und evaluiert. Dieser übertrifft Standardverfahren um mehrere Größenordnun-
gen in Bezug auf Laufzeit, Sensitivität und Spezifität. Das Resultat beinhaltet ein kom-
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plettes Softwarepaket, inklusive mobiler Applikation, welches imstande ist, einem Arzt
direkt am Krankenbett eines Patienten diagnostische Unterstützung zu geben.

Die Relevanz des vorliegenden Problems wird durch die große Anzahl der Fehldiagnosen,
die in aktueller Literatur beschrieben werden, weiter verdeutlicht. Ein wichtiges Resultat der
vorliegenden Arbeit ist mit Sicherheit, dass die hier entwickelten mathematischen Werkzeu-
ge in der Lage sind dieses medizinische Problem in Gänze zu lösen. Infolgedessen schafft die
mathematische Grundlage ein besseres Verständnis der Mechanismen im AV Knoten, die zu
einem korrekt diagnostizierten und potentiell geheilten Patienten führen könnten.
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Abstract
This dissertation aims at developing an algorithmic approach to the inverse simulation for
cardiac arrhythmia. More specifically, the open clinical problem of differentiating various
atrial tachycardias is examined as mathematical application. The following contributions to
the state of the art are accomplished.

• An entirely new concept to model atrioventricular (AV) dynamics is developed in order
to describe the electrical processes in the human heart more complete and better in
detail. Thus, the functionality of the heart is explored as well as the complex conduc-
tion characteristics between atria and ventricles.

• Various modeling techniques from different perspectives are analyzed to approach the
specific problem. Statistical as well as first principle methods on a cellular basis are in-
vestigated. The main focus however, lies on phenomenological models which are able
to predict the electrical conduction phenomena of the AV node. This kind of mathe-
matical model can be easily simulated forward if all patient-specific model parameters
were known. In our context of an inverse simulation though a non-standard optimiza-
tion problem arises. The combined combinatorial and nonlinear nature together with
variable dimensions on different block levels make this problem class difficult.

• This inverse simulation problem is solved by the comparison of objective function val-
ues assuming a regular input and a subsequent optimization. Thus, our newly devel-
oped algorithmic concept is able to explain most of the AV node characteristics easier,
more precise and effective. We further managed to drastically reduce the complexity
of the existing discrimination problem which leads to an enormous run time acceler-
ation and providing a diagnostic result within just a few seconds.

• As part of the thesis we established the worldwide largest database with verified cases
of the considered cardiac arrhythmia. The numerical results include a detailed vali-
dation of the presented mathematical models and algorithms on this data set, against
physicians, as well as other computerized algorithms.

• We develop, implement and evaluate a specifically tailored solution algorithm that
outperforms standard approaches by orders of magnitude with respect to run time,
sensitivity and specificity. In consequence, our software package, including a mobile
app, is able to assist a physician with a diagnostic result right at the patients bedside.

The large number of misinterpretations reported in recent literature further proves the rele-
vance of the present problem. One important result of this thesis is clearly that the developed
mathematical tools are able to solve this medical application problem from start to finish. In
consequence, the mathematical basis creates a better understanding of the AV node mecha-
nisms, which could lead to correctly diagnosed and potentially cured patients.
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Chapter 0
Introduction
In 1628, Dr. William Harvey (1578–1657) laid the foundation for the modern view of the
cardiovascular system with his publication “On the Motion of the Heart and Blood in Ani-
mals” [51]. He is most famous for discovering the circulation of blood in the body and its
connection to the heart’s motion. Previously, the theory of Galen of Pergamon1 was preva-
lent that the venous and arterial systems are separated. It was believed, that liver and heart
are producing blood out of food for the separated systems of veins and arteries, while or-
gans somehow “consuming” the blood. For today’s point of view, this theory sounds rather
strange although it was valid for almost 1500 years until Harvey disproved it.

He started with a simple but clever question: “How much blood is pumped into the body
with every heart beat?”2 To solve this question, he used a very systematic approach with
a combination of careful observations of the biological system, formulation of hypotheses,
modeling the system, calculations, and conclusions. He actually calculated the total amount
of blood that would be produced depending on Galen’s theory. Even with very low estima-
tions of heart beat and pumping capacity he came to a value of 7 to 15 liters of blood per half
hour, which could obviously not be possible. On the one hand, that is more blood than the
whole body consist of, and on the other hand, this enormous amount should be produced
out of food. [7]

The calculation was only the beginning and one disproof of the general assumption about
the blood flow, while his publication contained a lot more interesting and important achieve-
ments. This specific discovery, however, was probably the first significant application of
mathematics in biology. And as Dr. Harvey about 400 years ago, we want to contribute to
the field of medical science in this thesis and investigate, so far, unclear biological processes
with the help of existing and newly developed mathematical tools. Therefore, we use nowa-
days mathematical methods, modeling, and optimization, to explore the dynamics of the
human heart and especially the complicated AV characteristics during arrhythmia.

Motivation
Cardiovascular diseases are the number one cause of death throughout the world. In 2015,
over 17 million people were killed by this cause, which corresponds to 3 in every 10 deaths.
Of those, estimated 7.4 million people died of coronary heart disease and 6.7 million from
stroke. Since 2000, cardiovascular diseases gained dramatically and are responsible for over
2 million more deaths today [158]. One type hereof are cardiac arrhythmias like atrial fib-
rillation and atrial flutter. These are the most common arrhythmias in humans and, on a

1Claudius Galenus, 129–200 AD
2Original formulation: “...and how much blood it will project into the aorta upon each contraction” [51], Chapter IX
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CHAPTER 0 INTRODUCTION

more detailed level, also belong to the top 10 causes of deaths, especially in older people. In
2015, atrial fibrillation and atrial flutter were solely responsible for 5.4% of all deaths, which
are 19265 people for Germany [27]. Although, atrial fibrillation is the most frequent arrhyth-
mia in adults atrial flutter is under recognized in clinical practice. Especially in the growing
number of people over 50 years, the incidence of atrial flutter is particularly high. According
to Granada et al. [49], there are estimated over 200000 new flutter patients per year in the
US. Transferred to Germany, this would be about 57000 new flutter patients per year. For
these reasons, our main focus lies in the open clinical problem to distinguish regular atrial
tachycardias including atrial flutter (AFlut)3 from atrial fibrillation (AFib).

Over the past decades, there have been a lot of improvements in cardiology, especially in
the field of cardiac electrophysiology. A better understanding of the heart’s activities and new
treatment methods have been developed successfully. But still, several electrophysiological
processes are not completely understood. Despite all progress, both in expert’s knowledge
as in sophisticated analysis tools, large numbers of misinterpretations are reported in recent
literature. Especially in cases of irregular ventricular response to regular atrial activation,
AFlut is often wrongly diagnosed as AFib. If we have a closer look at the misinterpretation
rates reported the problem gets even clearer. Incorrectly differentiated AFlut from AFib by
physicians or algorithms are reported from 15% and go up to 80% for atypical atrial flutter.
Even in low estimations, there are assumed to be lots of undetected AFlut patients. [75, 57,
14, 78, 131]

In consequence, misdiagnosed patients could be supplied with a wrong, and if worst
comes to the worst, with an even harmful treatment. This is because both arrhythmias have
to be treated differently. For AFib the state of the art treatment is still antiarrhythmic therapy.
While AFlut on the other hand, can be treated and cured with a success rate of over 95% by
a 3D mapping guided catheter ablation [128]. To further illustrate the importance, wrongly
given antiarrhythmic agents come with severe side effects to the point of stroke risk and in-
creased mortality rate. On the contrary, the correctly diagnosed and cured patients could
have an enormous improvement in their quality of life.

Contributions
In 2000, a leading expert in electrophysiology Douglas P. Zipes noted that the atrioventricular
(AV) node is still “a riddle wrapped in a mystery inside an enigma” [100]. With this disserta-
tion, we claim to have improved the knowledge about these processes and dynamics in the
AV node, especially in the diseased heart, by using state-of-the-art mathematical methods
in combination with existing and newly developed mathematical models. We managed to
build a novel algorithmic approach that is able to explain most of the AV node characteris-
tics easier, more precise and effective. This is based on our specifically designed combined
multilevel concept of the conduction mechanisms in the AV node. Therefore, we managed
to reduce the complexity of the highly nonlinear nature of the present problem drastically.
Thus, it is possible to receive a diagnostic result within just a few seconds and solely based
on the input data of only a few RR intervals. This fact offers many advantages compared to
other approaches, which is also denoted in detail.

3Unless noted otherwise, we include regular atrial tachycardias in the abbreviation of AFlut for simplicity reasons.
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INTRODUCTION CHAPTER 0

The entire approach is put to the acid test at the worldwide largest database with veri-
fied cases of the considered cardiac arrhythmia that we managed to establish. Furthermore,
our algorithm is validated at other data sets from literature, compared against physicians,
as well as other algorithms. In conclusion, we developed, implemented and evaluated this
specifically tailored solution algorithm that outperforms standard approaches by orders of
magnitude with respect to run time, sensitivity and specificity. In consequence, our software
package, including a mobile app, is able to assist a physician with a diagnostic result right at
the patients bedside.

Thesis Overview
Chapter 1 gives a basic introduction to The Human Heart. We start with a historical view on
the field of cardiac electrophysiology, followed by a closer look at the anatomy and physiol-
ogy of the human heart, its conduction system and the different cardiac cell types. How to
read an ECG and finally several kinds of arrhythmias are shown, as well as their treatment
possibilities in specific.

Chapter 2 reveals the AV Nodal Characteristics in Supraventricular Tachycardias. We
describe the difficulties that arise in discriminating regular atrial tachycardias from atrial
fibrillation. The incidence of the classical AV block types is shown, based on the medical
literature, followed by an exact definition of the specific types of second-degree AV blocks.
The basic idea of the Multilevel AV Block (MAVB) as well as various medical verification ex-
amples are presented. Based on these researched facts, a new combined multilevel concept
for second-degree AV blocks is developed in order to describe the electrical processes more
complete and better in detail.

Chapter 3 gives detailed insight about different approaches of Modeling Atrioventricular
Dynamics. At first, statistical approaches for discriminating AFlut from AFib are described.
Then, there is an extensive section about first principle models, from the first cardiac cell
model to modern AV node models. Here, it is also discussed in which cases these models
do work properly and why they are not advisable in out considered problem. After these
very detailed models on cellular basis we focus on a higher level of abstraction, namely on
phenomenological models of the AV junction. In this section, the first exact mathematical
definitions of the classical AV block types are given to our knowledge. In addition, the foun-
dation of the newly developed combined multilevel approach is laid with the mathematical
description of the multiple block levels. Besides, several methods of another phenomeno-
logical approach is described in detail with the AV nodal recovery curve.

Chapter 4 presents Algorithms & Implementation to solve the existing discrimination
problem for cardiac arrhythmias. A short introduction to signal processing methods is given
which can be used to filter the ECG signal and detect R waves for example. Established ECG
interpretation algorithms are analyzed, while we also compare the various algorithmic ap-
proaches against each other as regards diagnostic skills and necessary input data. Finally,
all components of our newly developed Heidelberg Electrocardiogram Analysis Tool (HEAT)
software package are examined in detail which specifies “the heart” of this dissertation. The
software includes various user handling options in form of a desktop PC version as well as a
mobile app by which a physician is able to receive a diagnosis result right at the patients bed
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CHAPTER 0 INTRODUCTION

side. Furthermore, there are various options implemented from R wave detection to several
diagnostic skills, as well as algorithmic optimizations. We also define the solution space for
the used model and algorithm on the medical basis of the previous chapters, which helps
to reduce the complexity of the problem enormously. At the end of this chapter, the partic-
ular HEAT algorithm is illustrated in detail which is able to detect regular atrial tachycardia
including atrial flutter and to solve present discrimination problem.

In Chapter 5 the ideas, mathematical models, and algorithms, which are presented and
developed in this thesis are tested in real world application data to get detailed Numerical
Results. Therefore, we built up a huge data set of intracardiac electrograms of supraventric-
ular tachycardias and also use well known data sets as an additional validation. Then, we
define various objective functions that are used to receive the best possible result. Further
verification methods are explained before we validate and compare the HEAT algorithm to
literature studies made with physicians as well as to other approaches and algorithms. Fi-
nally, these numerical results and the additional detailed validation at the our own data set
proves the quality of our research.

Chapter 6 In the final chapter, the results and contributions of this thesis are once again
overviewed as a Summary. This includes a final comparison overview of our software pack-
age against other approaches and applied on other data sets. Here, we also give an impres-
sion of the medical achievements that has been investigated.

4



Chapter 1
TheHumanHeart
In the first chapter, we want to provide a basic introduction to the human heart, its function-
ality as well as pathological variations. This means that we have to take a closer look at the
medical branch of cardiology, including the anatomical structure and the physiology of the
heart. Our main focus however, lies in the field of cardiac electrophysiology as a “science of
elucidating, diagnosing, and treating the electrical activities of the heart”1.

We start with a historical introduction in cardiac electrophysiology to get access to the
field. The anatomical structure of the heart, as well as its physiology is described in the sec-
ond section, followed by the electrical connections of the cardiac conduction system. After a
closer look at different cardiac cell types and how they operate, we give a brief introduction
in ECG analysis and the difficulties of ECG diagnostics. Finally, we show different kinds of
arrhythmias, in particular the tachycardias of atrial flutter and atrial fibrillation, and their
different kinds of treatment.

1.1 AHistorical Introduction to Cardiac Electrophysiology
From an Electric Current to the Electrocardiograph
In 1786, the Italian anatomist Luigi Galvani accidentally made an important discovery for a
major invention of the medical discipline, what would later become cardiac electrophysiol-
ogy. At a dissection of a frog, its leg came in touch with two dissimilar metals. In combination
with the salty water in the legs, he created an electric circuit (which he was not aware of at this
time). Galvani thought, he found something he called animal electricity and noted that “all
the muscles of the legs seemed to contract again and again as if they were affected by power-
ful cramps” [44]. Later, his name was given to the galvanometer, an instrument for creating
and measuring electric current, which became a precursor to the electrocardiograph.

With his discoveries, Galvani made important contributions to the knowledge of electro-
physiology. Nevertheless, the foundation for modern electrophysiology was laid by the Ital-
ian physicist and mathematician Carlo Matteucci in 1842. At a pigeon’s heart, he showed
that electric current attends at each heart beat [99]. Just one year later the German physi-
ologist Emil Du Bois-Reymond confirmed Matteucci’s findings, while examining frogs, and
described an action potential (AP) that accompanies muscular contraction [30]. For this dis-
covery, Du Bois-Reymond is known as pioneer in experimental electrophysiology. In 1856,
Rudolph von Kölliker and Heinrich Müller were the first, who actually succeeded, recording
a cardiac action potential. They also confirmed that an electric current is present at every
contraction of the heart [151].

1Definition of Wikipedia, The Free Encyclopedia
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CHAPTER 1 THEHUMANHEART

Figure 1.1:Willem Einthoven using the first table-model electrocardiograph manufactured
by the Cambridge Scientific Instrument Company in 1911. His hands and one
foot are immersed in jars of salt solution. On the right hand side is the arch lamp,
in the center on the table the string galvanometer and below the switching board
for the leads. Left to the camera comes the timer (rotating wheel with spokes) and
on the left hand side the falling-plate camera.2

The first human electrocardiogram (ECG) was published by the British physiologist Augus-
tus D. Waller in 1887 [152]. Two years later he presented his technique to record an ECG at
the First International Congress of Physiologists in Basel, performing an ECG ablation at his
dog. At this congress the Dutch Willem Einthoven saw Waller demonstrate his experiment.
Inspired by this performance, Einthoven spent the 1890s focusing on the heart’s electrical
activity. He introduced the term electrocardiogram (although he later said that Waller used
it before him) and improved the electrometer. In 1902, Einthoven published the first ECG
recorded on a modified and more sensitive string galvanometer [34], which is known as the
invention of the electrocardiograph, see also Figure 1.1. This invention was by any doubt, the
most important improvement for diagnostics in cardiac electrophysiology, to discover the
heart and its diseases. [137, 43]

2From “A History of Electrocardiography”, by Burch and De Pasquale, p. 33 [15]. This image is in public domain
because its copyright has expired.
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THEHUMANHEART CHAPTER 1

The Beginning of Heart Beat Analysis and ECGDiagnosis
The real analysis of the heart and diagnosis of its diseases, came with the technical appli-
ances in this area. Altogether, cardiology is one of the most technology dependent fields in
medicine for diagnosing patients. This goes back to 1819, when the French physician René
Laennec made the invention of the stethoscope [80]. But the actual starting point for cardiac
diagnostics has been the electrocardiograph. First fundamental discoveries were made by
the inventor Einthoven that each contraction comes with five electrical deflections. He la-
beled these P, Q, R, S, and T [33], which are still used today as declarations for the deflections
in an ECG. Furthermore, Einthoven introduced the three-lead ECG, which was used the first
decades of the 20th century, using only three bipolar electrodes placed in a triangle, known
as Einthoven Triangle. He received the Nobel Prize in 1924, “for his discovery of the mecha-
nism of the electrocardiogram”3 [137]. In 1934, Frank Norman Wilson added six additional
chest leads, based on his idea of unipolar leads, which made the ECG description more de-
tailed [160]. Emanuel Goldberger refined Wilson’s unipolar concept in 1942 and added the
limb leads augmented voltage left (aVL), augmented voltage right (aVR) and augmented volt-
age foot (aVF) [47, 48]. Taken together the 12-lead-ECG was created, which still is the main
concept today. A more detailed explanation of the ECG, as well as analyzing techniques are
given in Section 1.5.

In 1906, Einthoven published a paper showing normal and abnormal ECG’s. He described,
arrhythmias like ventricular premature beats, complete heart blocks, atrial flutter, and for
the first time atrial fibrillation [35]. However, some arrhythmias were known earlier, they
could poorly be detected by the sphygmograph4 and, e.g., atrial fibrillation wasn’t noted at
all. The findings of Einthoven were probably the crucial point, for the importance of the elec-
trocardiograph in medical practice. The British cardiologist Thomas Lewis wrote about the
new possibilities of the electrocardiogram: “You will know how blind we have been to things
which, once seen, are so apparent...the awakening was a sudden one”[89]. Lewis was the first
one to realize the clinical use of the electrocardiograph, for which Einthoven dedicated his
Nobel Prize to Lewis in 1924. Additionally, he played a major role identifying the sinus node
as origin of the electric impulse in the heart. [56]

Beside the findings of arrhythmias, the knowledge about a blocking in the conduction sys-
tem increased. The actual AV node was discovered by Tawara in 1906 [144]. Nevertheless,
already in 1899, Karel Frederik Wenckebach pioneered at an experiment with frogs, in find-
ing the progressive conduction lengthening, which lead to a conduction block [154]. This
type of AV block is later known as Wenckebach phenomenon. In 1905, John Hay discovered
at pressure recordings a second block type in the AV node [52]. Woldemar Mobitz recaptured
both findings in 1924 [105], based on the electrocardiogram and classified the different AV
blocks as Mobitz type I and type II. Most of these theoretical investigations go back to the
first half of the 20th century and led to an increasing importance of the electrocardiograph
and its application in medical examination. As a result it created an entirely new clinical
discipline in cardiology, the cardiac electrophysiology. [2]

3Official prize motivation by nobelprize.org
4A machine which recorded the pulse and blood pressure

7



CHAPTER 1 THEHUMANHEART

Figure 1.2: X-ray of Forßmann putting a catheter up his left arm to the right atrial chamber.5

Technological Improvements andMethods of Treatment
For ECG diagnosis just as for the methods of treatment, a further and major breakthrough
was the development of the catheter technique. In 1929, the young intern Werner Forßmann
performed the first right heart catheter examination at himself, by putting a catheter 65 cen-
timeters up his left arm to the heart and looking at it on an X-ray screen (see Figure 1.2).
He published the successful approach [41], for which he gained a lot of attention in the fol-
lowing, although he got offended and even fired for some time by his superior Sauerbruch.
Later, the Americans André Frédéric Cournand and William Richards picked up and contin-
ued his work, for which the three scientists finally got rewarded by a delayed Nobel Prize in
1956. [54]

The start of computerized ECG analysis goes back to Hubert v. Pipberger. In 1959, his
group were the first to described the digital conversion of an ECG by a computer, testing a
series of almost 1000 ECG’s [148]. This was enhanced by Stallmann and Pipberger two years
later by the automatic computer recognition of ECG waves [139]. With this work and his
continuing effort, Pipberger set the basis for an objective ECG analysis and a standardization
in ECG interpretation. [120]

5From “Über die Sondierung des rechten Herzens”, by Forßmann, p. 2 [41]. This image is in public domain because
its copyright has expired.
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The foundation for a (non-drug) treatment of cardiac arrhythmias, was laid in 1899, by
Jean-Louis Prevost and Frédéric Battelli, both professors at the university of Geneva. They
applied large electrical voltages on a dog’s heart and discovered that this can stop ventricu-
lar fibrillation [119]. In 1947, Claude Beck was the first to successfully defibrillates a human
heart during cardiac surgery [12]. The rise of catheter ablation and its combination with
the programmed stimulation technique, led to a much better understanding of the electro-
physiology of the heart. Due to the intravascular catheters, which could be placed nearly
everywhere in the heart, such things as refractory period of atrium, AV conduction, a va-
riety of tachycardias, and much more, could be explored in detail. While drug therapy for
arrhythmias became more and more popular in the 1970s, non-drug treatment improved
as well [66]. In 1978, Michel Mirowski et al. built an implantable defibrillator, which could
detect heart rhythm changes from normal to abnormal ventricular fibrillation and prevent
sudden cardiac death by bringing the heart back to sinus rhythm [104]. Finally, the catheter
technique led to a method, which could not only diagnose, but treat (and cure) some of
the arrhythmias. Today, the catheter ablation is the state-of-the-art treatment technique for
most supraventricular tachycardias [84].

However, technology is a major factor as a tool of treatment in the progress of electrophys-
iology, a crucial point lies in the underlying mechanisms. In this thesis, we use mathematical
methods with the purpose to improve the understanding of those mechanisms and to pro-
vide tools for more accurate diagnoses, by using modern computer technology.

1.2 Anatomy andNormal Physiology
The heart is a muscular hollow organ that pumps about 5 to 6 liters of blood per minute
through the cardiovascular system of the human body. It is located between the right and
left lung in a spot called mediastinum, within the chest cavity. A typical male heart weights
about 300 to 350 g and has the approximate dimensions of 12×8×6 cm. [114]

Heart Structure and Blood Circulation
Having a closer look on the inside, see also Figure 1.3, the heart consists of four main cham-
bers, two superior atria (A) and two inferior ventricles (V). The atria are used to receive blood
from the veins, whereas the ventricles are larger and stronger to pump blood into the arter-
ies of the body. Besides, the right hand side is responsible for the circulation of the deoxy-
genated blood from the body (inferior and superior vena cava), to the lungs (left and right
pulmonary arteries). Therefore, this part of the cardiac conduction system is referred to as
pulmonary circulation. The chambers on the left hand side, however, control the systemic
circulatory loop. Here, the oxygenated blood from the lungs (left and right pulmonary veins)
is conducted to the left atrium and pumped into the aorta by the left ventricle, which leads
to all the extremities of the body.

The different states of the cardiac muscle cells of any chamber are either contracted (sys-
tole), to push blood out, or relaxed (diastole), to allow the blood to flow in. The arterial pres-
sure in systole and diastole phase are, by the way, stated while measuring the blood pressure.
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Figure 1.3: Internal anatomy of the human heart. Blue components indicate deoxygenated
blood pathways and red components indicate oxygenated pathways.6

When all heart chambers are in diastole, it is called relaxation phase. Within this phase the
ventricles fill up to 75% of their volume, before they get fully filled after atrial systole. [59, 70]

Heart Valves
Separating the four heart chambers, the septum is an extension of surrounding connective
tissue and also contains the heart valves. Those determine the one-way direction of the
blood flow. There are the atrioventricular valves, naturally located between both atria and
ventricles. Furthermore, the semilunar valves with a different, half-moon shape, which open
to the aorta and the pulmonary arteries. The AV valves are attached by strong strings on the
ventricular side to the papillary muscles, called chordae tendineae. Those are necessary, be-
cause the blood pressure on the atrial side, is much lower than on the ventricular one and
these strings prevent the valves from being pushed back into the atrium. The semilunar
valves shut only with the blood pressure from the arteries and therefore don’t need those ad-
ditional strings. The snap shut of the heart valves, creates the typical two heartbeat sounds,
one can hear using a stethoscope. [70, 59]

6From “Anatomy & Physiology”, by OpenStax College, 2015 [114]. Licensed under Creative Commons Attribution
License (by 4.0).
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Heart Layers
On the outside, the heart is surrounded by the pericardium. This connective tissue is con-
structed like a sac, which contains of two, toward each other movable layers. Between those
layers is the lubricating serous fluid that reduces friction when the heart contracts. Inside
the pericardium lies the actual, three-layer heart wall, which also surrounds each chamber.
The epicardium constitutes the outermost level of the heart wall and is continuous with the
pericardium. The middle layer is composed of muscle cells, which are responsible for the
contraction of the heart chambers. This myocardium is by far the thickest layer, whereat its
thickness depends on the required muscular strength. Hence, the myocardium surrounding
the left ventricle is much thicker than on the right hand side. The innermost layer is called
endocardium and provides smooth blood flow. [70, 59]

1.3 The Cardiac Conduction System
In the previous section, we described the blood flow through the heart, triggered by the
contraction of the myocardium. Now, we give an insight to the electrical connections and
the workflow of the cardiac conduction system. This is followed by the general cardiac rate
control with the automatic control mechanisms and the conduction velocity of the different
heart regions.

1.3.1 Cardiac ConductionOverview
For a regular blood flow through the heart, some source of energy is required. Basically,
all cardiac muscle cells are capable to initiate an electrical stimulus, even without any nerve
impulse. This so-called autorhythmicity distinguishes them from all other muscle cells in the
human body. Nevertheless, this ability is developed differently and only some myocardial
cells are responsible for electrical conduction, whereas the major part are contractile cells.
In any case, for a fast and well-coordinated process of the electrical activity of atrial and
ventricular chambers, a structured cardiac conduction system is essential. [59, 66, 5]

Sinus Node andAtrial Stimulation
Within the cardiac system, there are several areas an impulse passes through. As primary
electrical stimulus act the pacemaker cells in the sinoatrial (SA) or sinus node. It initiates
a regular electrical pattern at a healthy heart, called sinus rhythm. These pacemaker cells,
just like other specialized conduction cells, are slightly different compared to the contractile
cells, as their ability to contract is underdeveloped. A more detailed view on both cell types
is given in Paragraph 1.4. The sinus node is located at the top of the right atrium, as can be
seen in Figure 1.4. [59, 70]

From the sinus node, the stimulation spreads throughout the right atrium, and over the
Bachmanns Bundle to the left atrium, for their contraction. The theory of three internodal
tracts or pathways 7, carrying the conduction to the AV node, has been subject of controver-

7Anterior, middle or Wenckebach, and interior or Thorel pathway
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Figure 1.4: The electrical conduction system of the heart.9

sial debates over the last decades [59]. This idea of specialized routes with a physiological
difference, goes back to 1907, when Wenckebach described such a pathway [156]. A second
one was specified by Thorel in 1909 [145, 146] and a third by James in 1963 [63]. The tracts
were functionally confirmed in dog hearts, where a block of all three pathways generally re-
sults in a junctional rhythm8 [85]. However, no histological difference was found in the atrial
cells [103, 3].

In 1910, after a meeting of the German Pathological Society, Mönckeberg and Aschoff pub-
lished three criteria, which define conducting tracts [107, 6]. The cells should be histoloci-
cally distinct from others. Secondly, they pointed out the ability to follow the tracts through
serial sections. And thirdly, the tract cells are supposed to be insulated by a fibrous sheath
from the non-contractile myocardium. As stated by Meredith [103], it is probably more an
issue of definition. While no presence of insulated atrial tracts have been found [4], there
appears to be a similar arrangement of rapidly conducting atrial fibers in those areas [67].

Atrioventricular Node
The AV node was first described in 1893 by Wilhelm His [68]. Sunao Tawara confirmed the
existence of this critical component within the cardiac conduction system in 1906 [144]. It

8Abnormal heart rhythm created by the AV node region, see Paragraph 1.3.2
9From “Anatomy & Physiology”, by OpenStax College, 2015 [115]. Licensed under Creative Commons Attribution

License (by 4.0).

12



THEHUMANHEART CHAPTER 1

is the second junction of contractile cells, located at the apex of the triangle of Koch, which
lies in the lower septum of the right atrium [76]. Its major function is to prevent the stim-
ulation from spreading out directly into the ventricles. It delays the electrical impulse and
therefore permits the atria to pump the blood into the ventricles, before their contraction.
On the other hand, the AV node is responsible to prevent the ventricles from a too frequent
contraction at extremely high sinoatrial stimulation rates, e.g., within atrial fibrillation (see
Section 1.6). Hence, the conduction time of the electrical activity through the AV node can
vary or a signal can even be completely blocked. [96, 163, 59]

Furthermore, the AV node has the ability to act as a secondary pacemaker, further dis-
cussed in Paragraph 1.3.2. According to Mönckeberg and Aschoff, both AV and SA node, do
not fulfill the criterion of the insulation from surrounding myocardial cells. This is caused by
the fact that both nodes have to interact somehow with the adjacent muscular tissue. There-
fore, the AV node consists of two areas of different cell types, a compact AV node, about 5
to 7 mm × 3 to 4 mm in size, which is surrounded by a transitional zone. This zone works
as connection between the compact node and the atrial myocardium. The transitional cells
are in fact a crossing in morphology and function between compact node cells and atrial
working cells. [163, 5, 126]

Unfortunately, it is still not completely clear, how to bring some of the electrophysiologi-
cal and anatomical data together. An example is the dual pathway physiology, for which Moe
et al. provided evidence for the first time in 1956 [106]. It has been demonstrated that a sud-
den lengthening within the atrioventricular conduction can be induced, via programmed
electrical premature stimulation. Referring to the sudden conduction delay, it was supposed
that there is a so-called slow and a fast pathway present. This phenomenon is especially
common during AV nodal reentry tachycardia (AVNRT) (see also 1.6). Basically, there are two
anatomical distinct input areas within the AV junction, which has been dedicated to the fast
(anterior AV septum), respectively slow pathway (inferior nodal extension). But, recent vi-
sualizations of the conduction via optical mapping has shown that the signal travels broadly
through this zones rather than through special pathways. Hence, no specific cell type could
be assigned to fast or slow pathway. It was assumed previously that the transitional cells po-
tentially built the fast pathway, due to a faster conduction velocity. The visualization tech-
niques exposed, however, that the dual pathway phenomenon is probably more a question
of distance rather than conduction velocity. [163, 58, 101, 96]

Bundle of His, Bundle Branches, and Purkinje Fibers
The bundle of His 10 directly ties in with the AV node in the cardiac conduction system. In
contrast to the AV node, which lies in the atrial muscular tissue, the bundle of His is the
first part of the ventricular conduction pathway [101]. It spreads into a left and right bundle
branch, also called Tawara branches. The bundle of His and the Tawara branches can be
seen as a good example for the specialized conduction tracts and in fact do fulfill all criteria
defined by Mönckeberg and Aschoff [3].

The two branches take the signal to the Purkinje fibers, which are myocardial conductive
fibers, located all around both ventricles. The Purkinje fibers spread the signal to the my-

10Also referred to as atrioventricular bundle
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Location Conduction Velocity [ m
s ] Pacemaker Rate [ beats

min ]

SA node < 0.1 60−100
Atrial myocardium 1.0−1.2 –
AV node 0.02−0.05 40−55
His bundle 1.2−2.0 40−55
Bundle branches 2.0−4.0 25−40
Purkinje network 2.0−4.0 25−40
Ventricular myocardium 0.3−1.0 –

Table 1.1:Conduction velocity and pacemaker rate of the cardiac conduction system. Data
compiled from [70]. All values are approximate estimations.

ocardial contractile cells and guarantee a synchronized contraction of the ventricles, from
the top to the bottom. [59, 67]

1.3.2 Cardiac Rate Control
As mentioned before, the general or primary pacemaker of the heart is the SA node. In
healthy condition, depending on age and level of fitness of a person, the heart rate is about
60 to 80 beats

min . In cases of a loss of the primary pacemaker however, other components of the
cardiac conduction system are capable to produce an impulse. These are so-called ectopic
pacemakers, which is in particular the AV junction as secondary and the His-Purkinje system
as tertiary pacemaker. If the atrioventricular junction or the His-Purkinje system have to take
action to generate an impulse, naturally the rate decreases to not interfere in a regular beat
by mistake, see Table 1.1. A closer look to the different kinds of blocks in cases of cardiac
arrhythmias is given in Section 1.6. [59, 67]

Conduction Time andVelocity
A normal conduction time and velocity of the different passages within the cardiac conduc-
tion system, is obviously not easy to determine. Both depend on many different factors of
the test person and of course there is the difficulty of measurement in the specific areas.
Nevertheless, we want to give an indication for the conduction times and velocity in normal
rhythm, measured via intracardiac electrogram according to Josephson and Katz [67, 70].
For this electrogram, an electrode catheter is placed at the desired position in the heart, usu-
ally through the veins from the upper or lower extremity. The chosen access depends on the
desired recording position.

From the first atrial activity in the sinus node region to the AV node junction, a signal takes
about 30 to 50 ms. The total atrial activation lasts for 80 to 100 ms. After that, the AV node
delays the signal about 125 ms on the way to the His bundle. From the His bundle region to
the ventricular excitation, the time duration is about 55 ms. [67, 70, 59]
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1.3.3 Summary
Although, lots of the cardiac conduction system has been explored very well, there is still
some work to do. Especially the AV node is in focus of current researches, because the knowl-
edge about its conduction is crucial for a better treatment of different diseases. Despite the
100 year history of investigating the AV node, still some of its activities are not completely
understood. Only with the help of microelectrode recording combined with optical mapping
techniques, many physiological properties could be enlightened recently [163]. Although
mathematical models and diagnosis algorithms improved in the last years, there is still some
truth in a citation of a leading expert in electrophysiology Douglas P. Zipes in 2004 ([162], p.
204): “...the AV node is the Cinderella of mathematical cardiology, being the only major cell
type or major structure of the heart that has not yet been characterized within a framework
of an accurate mathematical model.” Our claim is, to improve the understanding of the AV
node, supported by enhanced as well as new designed mathematical models and established
in relevant clinical case studies.

1.4 Cellular Level
To get a full insight in the processes of the heart, it is necessary to understand the connection
of the heart rhythm in total, but also the processes of a single cardiac cell. For this purpose,
and after the general overview on the cardiac conduction system, we now take a closer look
at the events on a cellular level.

GeneralMammalian Cells
Basically, a cell in the human body is composed of three parts. These are intracellular11 as
well as extracellular fluid, which both contain free ions like sodium (Na+), potassium (K+),
calcium (Ca2+), or chloride (Cl – ). Between inner and outer fluid, there is a membrane, acting
as selective permeable boundary. The membrane offers a series of valves or ion channels,
which let certain ions flow in or out. This effect changes the electrical potential and is the
foundation for the communication between cells. [136, 70]

The condition of a cell membrane in a state where there would be no ion flow, is called
equilibrium potential. To calculate this potential, supposing the membrane is only perme-
able to a single ion, one can use the equation described by Nernst:

Em = RT

zF
lnP

ao

ai
, (1.1)

where

• Em is the membrane potential,

• R is the universal gas constant,

• T is the temperature in Kelvin,

11Also called cytosol
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• z is the charge of the ion,

• F is the Faraday constant,

• P is the permeability of the membrane to the ion,

• ao , ai is the extracellular, respectively intracellular concentration, which can be seen
as the activity gradient across that ion.

The Nernst equation for potassium gives a good prediction for the resting potential for
most regions of the heart. However, a more accurate estimation can be calculated by the
Goldman-Hodgkin-Katz equation, which describes the general case of a membrane that is
permeable to several ions. In the following equation, the membrane permeable to sodium,
potassium, and chloride is described [70, 59]:

Em = RT

zF
ln

(
PK

[K+]o

[K+]i
+PNa

[Na+]o

[Na+]i
+PCl

[Cl−]i

[Cl−]o

)
(1.2)

In Section 3.2, we take a closer look at various cardiac cell models and especially at a descrip-
tion of the AV node on a cellular basis.

Cardiac Cells
Cardiac cells are more or less of cylindrical shape with a size of 10 to 40µm times 50 to
200µm. Basically, there are two significantly differing cell types in the human heart, even
though mixtures of these occur. The first one is of muscular kind, so-called cardiac myocytes,
which are responsible for the contraction of the heart chambers. On the other hand, there
are specialized pacemaker cells in specific areas of the heart, as in the SA or AV node. Those
have for example a slower conduction velocity, due to their smaller size. Fast conducting cells
like the Purkinje fibers have a morphology similar to myocardial cells, but lack of contractile
proteins and even have a slow pacemaker ability. The differences in the cell types, can espe-
cially be seen in the varying action potentials, which we discuss in the following paragraph
and can be seen in Figure 1.5.

The intercellular connection is applied by different types of junctions, called intercalated
discs. Primarily, those are responsible for a mechanical connection between myocytes. The
fast cell-to-cell transmission of an electrical impulse though, is provided by gap junctions.
Both specialized junction types are fundamental for a simultaneous contraction of the cells
in the different regions of the heart. [70, 59]

Cardiac Action Potentials
If you examine intra- and extracellular fluid individually, both have a neutral electrical
charge. Between both fluids, however, there is an imbalance hereof. Looking from the in-
terior membrane at a non-activated cell, the resting potential is negative. During this resting
state, some valves allow an one-way exchange of ions (K+ out, Na+ in), while specialized ion
pumps, which work the other way around, preserve the negative potential. If an impulse
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Figure 1.5:Action potentials in the different regions of the heart. Adapted from [70, 59].

reaches the cell and a certain charging threshold is crossed, the cell membrane depolarizes
and an action potential is initialized.

Cardiac action potentials are quite different and more complex in contrast to those in com-
mon muscular cells. For instance, the duration up to 300 ms, is much longer compared to
just a couple of milliseconds in a skeletal muscle cell. Furthermore, there are significant dif-
ferences within the cardiac cell types as well as the different regions of the heart. In Figure
1.5, the varying action potentials from a SA nodal cell to the a ventricular myocyte is shown.
The combination of all cardiac action potentials is then displayed in a typical ECG. [70, 59]

Action potentials of the contracting cells resemble each other. They basically consist of five
phases, which only differ in duration and intensity depending on their location. In the atria
they are a bit more compressed compared to the ventricular ones, but both have a resting
potential of approximately −90 mV. Figure 1.6 exemplary describes an action potential of
such a cardiac myocyte. The process is initiated, if an impulse reaches the cell and a certain
threshold is passed by the influx of positive ions. The rapid depolarization (phase 0) is caused
by the opening of the Na+ channels. This is followed by a short repolarization (phase 1),
where the Na+ channels close and the voltage-gated K+ and slow Ca2+ channels open up.
Within the long plateau phase (phase 2), the potential slowly declines to zero, which ends
with the closing of the Ca2+ channels. The main difference between the cell types can be
seen at the duration of the plateau phase. The potassium fully repolarizes the cell (phase 3),
which results back in the negative resting potential (phase 4). Most of the time, while the
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Figure 1.6:Action potential of a cardiac muscle cell. The different colors symbolize the five
different phases an action potential passes through. Adapted from [70, 59] and
further described in the text.

cell is not in resting potential, it cannot respond to another impulse. This refractory state is
further explained in the next paragraph. [70, 59]

SA or AV nodal pacemaker cells, on the other hand, depolarize by a rapid calcium influx
via open Ca2+ channels (phase 0). The depolarization is slower than in working myocytes.
The pacemaker cells lack of phase 1 and plateau phase 2 and immediately repolarize by an
outflux of potassium (phase 3). When the cell is fully repolarized, there is not a stable resting
potential, due to open Na+ channels. The potential rises approximately between−60 mV and
−40 mV until it crosses the threshold and the process starts over again, see Figure 1.7. This
phenomenon appears in the SA, respectively AV node, or His-Purkinje system as discussed
in Paragraph 1.3.2, and is the background for a regular contraction of the heart. [70, 59]

Refractory Period
Refractoriness in physiology specifies the time period, in which a cell is incapable of repeat-
ing a certain action. Simplified, it can be considered as the recovery time of a cell, after pre-
vious stimulation. In electrophysiology, there are three different types for the term refractory
period, which is the absolute (or effective), relative, and the functional refractory period. All
three definitions can be applied to any component in the cardiac conduction system. [67]

Absolute refractory period (ARP) correlates the most with the physical definition of refrac-
tory period, as it describes the duration, in which a cell cannot be stimulated under
any circumstances.

Relative refractory period (RRP) marks the end of the absolute refractory period. The tissue
can now be stimulated under certain conditions, but reacts on a stimulation with a
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Figure 1.7:Action potential of a sinoatrial pacemaker cell with three different phases of de-
polarization, immediate repolarization and the characteristic unstable resting po-
tential. Adapted from [70, 59] and further described in the text.

prolonged conduction, compared to the basic drive.

Functional refractory period (FRP) is a specific electrophysiological term, as described by
Josephson [67]. It is the shortest interval of two consequently conducted impulses
through a specific tissue that can be measured. The FRP can be seen as a combination
of refractory period and conduction time. So it defines the output interval of two suc-
cessive signals, in contrast to the absolute or relative refractory period, which give the
longest input interval.

1.5 Electrocardiogram
An electrocardiogram (ECG) measures the electrical activity in the heart at each cardiac cy-
cle. There are different methods to capture an ECG, depending on the current patient status
or the disease to be studied. Foremost, the basic method is a surface ECG while resting,
which is even possible in case of emergency. Here, often only a few seconds are recorded, to
get a current and fast diagnosis. For partially occurring rhythm disorders that cannot be di-
agnosed adequately with a short resting ECG a long-term ECG can be used, recording, e.g., 24
hours with a portable device. The cardiac stress test, checks the response of the heart under
physical stress, which mainly exposes coronary heart diseases.

In the recent years, implantable monitoring devices got more and more established, in
particular because of their reduced size. Those are able to record up to three years, 24 hours
a day, identifying infrequent heart beat irregularities after fainting spells for example. The
most detailed, but extensive method is the previously mentioned intracardiac electrogram.
This is recorded as required, at the high right atrium (HRA), the coronary sinus (CS), the His
bundle (HIS), or the right ventricular apex (RVA). The intracardiac electrogram is crucial in
cases of a catheter ablation treatment.
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Lead Potential Difference Between Zero

I Right arm and left arm RA
II Right arm and left leg RA
III Left arm and left leg LA

aVR Right arm and V lead by connecting V
left arm and left leg electrodes

aVL Left arm and V lead by connecting V
right arm and left leg electrodes

aVF Left leg and V lead by connecting V
left arm and right arm electrodes

Table 1.2 & Figure 1.8: Standard limb leads and placement of the 12-lead ECG electrodes.12

1.5.1 Standard 12-lead ECG
The standard ECG is taken on the body surface via electrodes, which are placed at various
spots around the body, see Figure 1.8. The tracing of the voltage difference between two or
more of these electrodes is displayed in an ECG and called lead. By convention, a wave of
depolarization that travels toward a recording electrode, results in a positive deflection and
likewise in a negative deflection, for propagating away from it. Thus, for the repolarization
process it is the other way around, because of its opposite polarity. Due to the fact that an
ECG measures only potential differences, it can neither provide any information about the
absolute level of membrane potential, nor discriminate between fully depolarized or repo-
larized cells.

The first and simplest type of recording, is the three-lead ECG according to Einthoven. It
uses bipolar leads, called lead I, II, and III, which record the potential difference between
only two electrodes. The electrodes are placed at the right arm (RA), the left arm (LA) and
the left leg (LL) and derived against each other. In each case, one of the electrodes measures
the potential, while the other one is defined as “zero”. The three-lead ECG can be enhanced
according to Goldberger, when respectively two of the limb electrodes are interconnected
to an indifferent V lead (zero potential) and derived against the third, exploring electrode.
These are named augmented unipolar limb leads or in particular for being the exploring
reference at the right arm augmented voltage right (aVR), respectively aVL for the left arm,
and aVF for the (left) foot. All standard limb leads are described in Table 1.2.

For more details, six chest leads according to Wilson can be added, which are also unipolar
and follow the same principles as the unipolar limb leads. Taken together, ten electrodes are
necessary to complete the nowadays most common 12-lead ECG, including an additional
ground electrode on the right foot, which is a safety feature and helps to eliminate extrane-
ous electrical interference. [70, 137, 160, 47, 48]

12Table data compiled from [70]. Figure from “Anatomy & Physiology”, by OpenStax College, 2015 [115]. Licensed
under Creative Commons Attribution License (by 4.0).
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Figure 1.9: Exemplary ECG of a normal cardiac cycle at an approximate heart rate of 80 beats
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1.5.2 Reading an ECG
An idealized example of normal activity in the heart can be seen in Figure 1.9, in an exem-
plary ECG output. As discussed in the previous paragraph, the leads give different views on
the heart, e.g., lead I as if you are looking from the top, lead II from the lower right side,
and lead III from the lower left side. On an ECG print, one can also see the intensity of the
electrical signal, expressed in the vertical dimension and the velocity of propagation in the
horizontal plane. By convention, the common recording speed is either 25 mm

s or 50 mm
s ,

though other recording speeds can occur. In the former case, each major horizontal divi-
sion on standard ECG paper equals 0.2 s, while the major vertical lines represent 0.5 mV. A
standard 12-lead ECG print of a patient in sinus rhythm is illustrated in Figure 1.10.

Pwave The P wave represents atrial depolarization initiated by the SA node. Its duration,
which indicates the propagation time over the atria, is around 80 to 100 ms. The atrial
repolarization is typically overlain by the QRS complex and thus not displayed on the
ECG.

PR interval The entire PR interval takes about 120 to 200 ms and includes the depolarization
from SA to AV node, along the bundle of His and bundle branches to the Purkinje net-
work. Because of the small size of these structures, the activity in the areas from the
AV node, can only be recorded via intracardiac electrogram but not on a surface ECG.
With this method, however, the atrial-His (AH) as well as the His-ventricular (HV) in-
terval can be measured. Furthermore, the rather long duration of the PQ segment, can
be explained by the conduction delay in the AV node.

QRS complex The depolarization of the action potentials in the ventricular myocardium is
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Figure 1.10: Standard 12-lead surface ECG print of a male athlete, recorded at a paper speed
of 50 mm

s . The patient is in sinus rhythm at a heart rate of 58 beats
min , a PR interval

of 155 ms, a QRS complex of 101 ms, and a QT interval of 427 ms.
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displayed in the shorter (<120 ms) but higher amplitude of the QRS complex, in par-
ticular in the R wave. The fast upstroke of the R wave, where most of the myocardial
cells are stimulated, is surrounded by the negative deflection of Q and S wave, in some
leads. The preceding Q wave is caused by the electricity that usually spreads from left
to the right interventricular septum (mostly visible in lead III and aVR). At the end of
the ventricular activation process, the depolarization wave propagates from the apex
to the basis of both ventricles, which causes the negative S wave in the according leads.

ST segment After the QRS complex, the ventricular cells are completely depolarized, which
means the action potential is in plateau phase 2. Hence, no potential differences can
be measured on the body surface and the ST segment equals the baseline. It seems
kind of strange that the state of fully depolarized cells equals the one in resting poten-
tial after repolarization, but it clarifies the concept of an ECG.

Twave The repolarization of the ventricles is represented by the T wave. This process is
much slower than then depolarization and also happens in opposite direction. There-
fore, the T wave is displayed positive with respect to the baseline (in most leads), in
spite of the fact that the cell becomes more negatively charged.

QT interval Is the total time the ventricular action potential duration, including full depo-
larization and repolarization. The period is roughly 350 to 400 ms.

Uwave In some cases a small deflection can be seen following the T wave, called U wave. It
is still not clearly understood what its cause is, but a possible explanation is the repo-
larization of the Purkinje fibers or the papillary muscles. [70]

1.6 Cardiac Arrhythmias
In this section, we want to give an overview of cardiac arrhythmias and classify the many dif-
ferent kinds. Our main focus, however, lies in the disturbances that happen in the AV node,
with the intention to create a mathematical model that depict as accurate as possible the
atrioventricular conduction. With this support, we especially try to predict and discriminate
between supraventricular tachycardias, only by the means of a few RR intervals. For this pur-
pose, those arrhythmias like atrial flutter or atrial fibrillation are examined more closely as
well. At the end of the chapter, the different treatment modalities are explained, to further
illustrate the importance on this topic.

1.6.1 Classification of Cardiac Arrhythmias
A normal heart beat is described at a rate of 60 to 100 beats

min and called (normal) sinus rhythm.
Cardiac arrhythmias can be classified in different ways, which is by the heart rate, by the lo-
cation of their appearance, as well as the underlying arrhythmogenic mechanism. The term
arrhythmia, by the way, is also used for a healthy variation of the sinus rhythm, which does
not have to be perfectly regular (see respiratory sinus arrhythmia in Paragraph 1.6.2). In the
following, we give an overview of different pathological mechanisms, as well as a description
of the major clinical arrhythmias. [70]
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Bradycardias
A too slow or weak heart beat, less than 60 beats

min , is called bradycardia. However, this is not
necessarily pathological and high-performance athletes may also have a heart rate lower
than normal, called athletic heart syndrome. This syndrome helps to prevent tachycardia
during training and comes along with an enlarged heart in combination with a very slow
resting heart rate.

The usual reason for bradyarrhythmias is either a slow pacemaker activity or a blocked
impulse conduction. The slow pacemaker is common in elderly and also often additionally
caused by drugs like β blockers or others. Blocked impulses can happen anywhere in the
cardiac conduction system from sinus node to the ventricles, although they are most likely
in the atrioventricular junction. However, one has to be aware that conduction blocks can
either be a cause of disease as well as a protective mechanism. For bradycardias, they are
the cause for a too slow heart rate, while on the other hand the same mechanisms help to
protect from a to frequent stimulation of the ventricles, in case of atrial flutter for example.
[70, 59]

Tachycardias
Contrariwise, if the heart beats faster than 100 beats

min , it is defined as a tachycardia. There are
more different kinds of tachycardias than bradycardias, hence these are usually subcatego-
rized in two areas by their origin. On the one hand, there are supraventricular tachyarrhyth-
mias that can arise from the SA node up to and including the AV node. While ventricular
tachyarrhythmias on the other hand, are defined as abnormal patterns of electrical activity,
originating within ventricular tissue. Both can be caused by accelerated pacemaker activity,
triggered depolarizations, and reentrant arrhythmias. Although, accelerated pacemaker ac-
tivity of the SA node is often just a normal response to non-pathological external influences
on the heart (see also sinus tachycardia in Paragraph 1.6.2).

Early or late afterdepolarizations are generally caused by a calcium overload of one or more
cells. This leads to an additional depolarization during cell repolarization (phase 3) or rest-
ing (phase 4), without any external stimulation of the cell. The effect is a common cause
for premature contractions, which describes an early or extra beat that can happen in the
atria, the AV junction, or the ventricles.13 Individually appearing, premature contractions
are harmless and do not need any special treatment. A series, however, is a tachycardia that
can spread from one cardiac region over the whole conduction system.

Two or more propagated signals, which are triggered by one single impulse, are described
as reentry mechanism. On the one hand, reentrant arrhythmias can be caused by a func-
tional problem, like defective signal conduction due to inhomogeneous action potential du-
ration or abnormal refractoriness. Furthermore, reentry tachycardias can originate from an
anatomical mechanisms, e.g., due to scared tissue or accessory conduction pathways. A
mixture of both can also occur. [70, 67, 59]

13There are many different terms for this phenomenon, namely premature contraction, systole, depolarization,
complex as well as extrasystole, and each in different combinations with their point of origin. To avoid confusion,
we use as the case may be, premature atrial, junctional, or ventricular contraction.
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1.6.2 Sinus NodeAbnormalities
Sinus Bradycardia A slowing of the SA node pacemaker below 60 beats

min is defined as sinus
bradycardia. It often comes with a increased vagal tone14, but also drugs can be the
cause. In general, healthy adults have a resting sinus rate of 60 to 70 beats

min , however,

especially in well trained athletes a rate down to 40 beats
min is not uncommon. Hence, a

sinus rate less than 60 beats
min is not necessarily pathological.

Sinoatrial Block When the SA node delays or completely fails the depolarization of the atria,
it is called SA block. A first-degree SA block is difficult to diagnose, because it is not
visual in an ECG, while second- and third-degree (see Paragraph 1.6.4 for a detailed
explanation) can be recognized. It can be caused by similar reasons as a sinus brady-
cardia, like increased vagal tone, drugs, or else.

Sick Sinus Syndrome This term is not entirely clear defined, but is more an umbrella term for
a dysfunction of the SA node. It is sometimes used to describe sinus bradycardia, SA
block, but also a combined arrhythmia of very slow and fast heart rates appearing in
the SA node, which is more precisely called bradycardia-tachycardia syndrome.

Sinus Node Reentry A rather uncommon arrhythmia, caused by a reentrant circuit within
the tiny SA node.

Sinus Tachycardia This describes a normal and harmless increase of the heart rate that hap-
pens for example through physical exercise or emotional stress. The maximum sinus
rate varies with the age. A rule of thumb is 220 beats

min minus the patient’s age, although
this is of course highly variable from one to another individual.

Respiratory Sinus Arrhythmia Rise and fall of the sinus rhythm frequency, caused by the
clearance of an increased blood flow into the right heart chambers. The heart increases
its beat reflexively. This is mainly observed in young people and in general, there is no
treatment applied. [70, 67, 59]

1.6.3 Atrial Abnormalities
Premature Atrial Contractions (PACs) A sign for a premature atrial contraction is an early de-

polarization of the P wave. It is normally followed by a QRS complex without any pro-
longation of the PR interval, if the AV junction is not refractory anymore. PACs are
often propagated into the sinus node, so that the normal rhythm is reset. They are
frequently found in patients and do not need any special treatment in general.

Atrial Tachycardia Due to the different terms and declarations for atrial tachycardia and
atrial flutter that came up in the 1990s, Saoudi et al. [127] tried to make clearer def-
initions according to electrophysiological mechanisms and anatomical bases. Hence,
they defined atrial tachycardias by a regular atrial rhythm, which does not originate in

14“The effect produced on the heart when only the parasympathetic nerve fibers are controlling the heart rate.”
Definition of http://www.encyclopedia.com/doc/1O6-vagaltone.html
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Figure 1.11: ECG example of typical atrial flutter with the characteristic sawtooth pattern and
a 4:1 AV block at the top. At the bottom, the ECG shows a series of atrial fibrilla-
tion with an irregular ventricular response, showing no evidence of organized or
basically any atrial activity.16

the SA node, at an atrial rate of > 100 beats
min . The tachycardia can either be focal (see

next item) or macroreentrant, which include typical atrial flutter or other atrial reen-
trant causes.

Focal Atrial Tachycardia A tachycardia that originates in a small bounded region, caused by
triggered depolarizations or abnormal automaticity.

Atrial Flutter As a very common type of arrhythmia, the rate of AFlut is defined at a range
of 220 to 320 beats

min .15 This tachycardia can be subdivided in typical as well as atypical
flutter. Typical atrial flutter is triggered by a counterclockwise macroreentrant rhythm,
which can be identified at a sawtooth-like pattern in the ECG, see Figure 1.11 at the top.
Additionally, clockwise rotating flutter is also described as typical or reverse typical,
which can be recognized at notched flutter waves in the inferior leads and at inverted
P waves in V6. Both types are usually located in the same anatomical region that lies
within the lower right atrium, called isthmus. The term atypical flutter is actually used
for any kind of flutter that can not be described by the typical types. Those include
several other macroreentrant tachycardias, originating in the left atrium for example,
or occurring due to incisions from prior surgery. Atypical flutter forms are often harder
to identify in the ECG.

Atrial Fibrillation The most prevalent pathological arrhythmia is AFib, which is character-
ized by a very rapid and totally chaotic contraction of the atrium for at least 30 s. The
atrial rate usually exceeds 350 beats

min and a rate up to 600 beats
min is not uncommon. In

general, the ECG shows disorganized RR intervals with no distinct P waves, but vary-
ing oscillations in the baseline, called F waves (see bottom ECG in Figure 1.11). It is

15The atrial range is defined according to Josephson [67]. Specifications by others, may vary a little.
16Both images adapted from “Life in the Fastlane”, by FOAM - Free Open Access Meducation, 2017 [93] and [92].

Licensed under Creative Commons Attribution-NonCommercial-ShareAlike 4.0 International License.
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further classified in paroxysmal, persistent, longstanding persistent, and permanent
AFib. Paroxysmal is defined as recurrent episodes, which are spontaneously termi-
nating within 7 days. Persistent is a continuous AFib, ongoing for more than 7 days,
while longstanding persistent lasts for over 12 months. For Patients that are classi-
fied of permanent AFib, it has been decided not to restore the sinus rhythm for any
reason. It is generally accepted that AFib is often developed by a focal trigger. Fur-
thermore, the chaotic atrial pattern is supported by a specific, susceptible tissue that
develops overlying high frequent reentrant “rotors”. The observation that the focal trig-
ger is often located in an area near the pulmonary veins (PVs), has been an important
breakthrough for the diagnosis and treatment of AFib. Since then, the pulmonary vein
isolation (PVI) treatment has been developed, which is further discussed in Paragraph
1.6.6. While especially the irregular RR intervals indicate a diagnosis for AFib, it has
also been observed at very high frequencies that a kind of “pseudo-regular” ventricular
contraction can occur [73, 46]. In general, AFib is not immediately life threatening, but
can indicate life threatening diseases like stroke or heart failure. [70, 67, 59, 163, 127]

1.6.4 Atrioventricular Abnormalities
We count conduction abnormalities to the AV junction arrhythmias, which arise in the AV
node, the bundle of His, or the bundle branches.

Premature Junctional Contractions (PJCs) These systoles can develop anywhere within the
AV junction and can be recognized in the ECG at normal QRS complexes without pre-
ceding P wave. Instead, there can be a retrograde P wave, which means it is inverted in
lead II, III and aVF, preceding or following the QRS complex. This negative wave comes
with the opposite direction of depolarization in the atria. PJCs are not as frequent as
premature atrial or ventricular contractions.

Wolff-Parkinson-White Syndrome An accessory pathway that allows the conduction from
the atria directly to the ventricles is called Wolff-Parkinson-White (WPW) syndrome.
This additional connection can actually be located anywhere along the AV junction,
but often lies in an area referred to as bundle of Kent. It causes a preexcitation of the
ventricles and can be recognized at a very short PR interval (< 0.12s) or at a delta wave.
The latter is characterized by a slower rise at the beginning of the QRS complex. The
conduction can be possible in both directions and therefore often causes so-called ac-
cessory pathway tachycardias. These usually occur when the normal AV conduction
signal travels retrograde to the atria, via the accessory pathway, creating a reentry cir-
cuit.

AVNodal Reentry Tachycardia Over 50% of the supraventricular tachycardias come from an
AV nodal reentry tachycardia (AVNRT). In contrast to an accessory pathway tachy-
cardia, the AVNRT originates by a functional reentry circuit within the AV node and
not by an anatomical bypass. In most of those patients (> 90%), the prior mentioned
dual pathway physiology is the cause. In those cases, the normal signal runs over the
fast pathway, which is conducting bidirectional, and a PAC triggers the tachycardia.
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a) AV nodal reentry tachycardia b) Typical atrial flutter c) WPW syndrome

Figure 1.12:Various reentry locations and dimensions of three exemplary supraventricular
tachycardias. See text for a further description.

While the fast pathway is still refractory at the arrival of the early signal, it is conducted
through the slow pathway, creating a reentry circuit. A tool of modern electrophysi-
ology to analyze this phenomenon, or other characteristics of the AV conduction, is
programmed stimulation. Via incremental electrical pacing during sinus rhythm with
a progressive shortening of the cycle length for example, one can induce AVNRT as well
as different AV block types. In Figure 1.12, the different reentry locations and dimen-
sions can be seen for AVNRT, typical atrial flutter, and WPW syndrome.

First-, Second-, and Third-Degree AVBlock There are three different kinds of impulse block
types that can actually happen anywhere in the cardiac conduction system. However,
these blocks are rather common within the AV junction and therefore often simply de-
scribed as AV block. In the following, we use the terms first-degree, second-degree, and
third-degree block, specified, among others, by Josephson et al. [67]. The first-degree
block is not a real gap, but a prevalent, prolonged conduction, compared to the nor-
mal conduction in sinus rhythm. The second-degree block is further separated into
type I and type II, which are defined by a regular or irregular intermittent conduction,
first introduced in detail by Mobitz in 1924 [105]. Type I describes an progressive pro-
longation of the PR interval, leading to a skipped beat before the prolongation starts
over again. Furthermore, it follows a certain pattern like 4 : 3 or 5 : 4, see Figure 1.13
AV Block the left hand side. Although, there can also be alternating patterns as well as
a shortening instead of a prolongation of the conduction time. The type II leads to a
skipped beat, but without an alternation in conduction time or pattern. The second
type is exemplary described in Figure 1.13 on the right hand side. More detailed and
other conduction properties of the various second-degree AV block types are shown
in Chapter 2. Finally, a third-degree block characterizes a complete blockade without
any signal transmission. In this case, other parts of the cardiac conduction system has
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Figure 1.13:Conduction graph from the atria to the ventricles with two different types of AV
blocks. On the left hand side a type I block with 4 : 3 blocking and a 3 : 2 type II
block on the right hand side.

to fill in as pacemaker, as specified in Section 1.3.2. [67, 70, 59]

1.6.5 Ventricular Arrhythmias
Premature Ventricular Contractions (PVCs) Extra impulses that originate below the AV junc-

tion are recognized on the ECG as abnormal wide QRS complexes (> 120ms), as they
do not propagate over the ventricles synchronously. Premature ventricular contrac-
tions do usually not reach into the atria and therefore are not accompanied by a P
wave. However, they can make the AV junction refractory and block the subsequent
impulse from the SA node. PVCs can occur individually or in pairs (each systole fol-
lowing a sinus beat). Three or more extra beats in a row are in general described as
non-sustained (< 30s) or sustained (> 30s) tachycardia. Single ventricular extra beats
are a common electrophysiological phenomenon and usually not treated. Frequent
premature ventricular contractions, however, can highly increase the risk for ventric-
ular fibrillation and sudden cardiac death.

Ventricular Tachycardia (VT) Characteristic for ventricular tachycardias are a series of wide
QRS complexes at a fast heart rate (> 100 beats

min ). Different underlying mechanisms
such as reentry or abnormal automaticity can be the trigger. The correct diagnosis
is very important, because a ventricular origin of the disease can lead to acute cardiac
failure. An indication for a ventricular tachycardia is a captured beat that is regularly
conducted via the AV node and “captures” the misconducted signal from the ventricle.
It can be seen in an ECG at an ordinary QRS complex between the wide ones. Further-
more, so-called fusion beats occur, when sinus and ventricular beat are depolarized
simultaneously. These are recognized at narrower QRS complexes.

Ventricular Flutter The electrical activity in ventricular flutter usually appears as a form of
sine wave at a rate of 150 to 300 beats

min . In general, no specific morphology like QRS
complexes, P, or T waves can be identified. It comes along with limited pumping ca-
pacity due to short filling time of the ventricles.

Ventricular Fibrillation This most dangerous cardiac arrhythmia comes with a very fast an
totally disorganized ventricular activity. In the ECG, only chaotic oscillations can
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be identified. The pumping function is disrupted with no time for a mechanical
heart action. In contrary to atrial fibrillation, the ventricular counterpart is acute life-
threatening and needs to be treated within seconds. Both, ventricular tachycardia and
ventricular flutter, often degenerate into ventricular fibrillation. Sudden cardiac death
can be prevented by an implantable defibrillator. [70, 67, 59]

1.6.6 Methods of Treatment
Lots of different methods have been developed to treat the various kinds of arrhythmic heart
diseases. A milestone in cardiac device development for example, was the invention of the
implantable pacemaker in the 1950s. With this device, it was suddenly possible to control
the heart rate in a very effective way in patients with a complete heart block, who previously
would have suffered a sudden cardiac death at a very high chance. Nowadays, pacemak-
ers are not only capable of recording, but analyzing different kinds arrhythmia and even re-
spond in a specific way. Furthermore, it has been experienced with the effect of drugs on ar-
rhythmia since the beginning of the 20th century. A expansive medical treatment with these
agents, however, started to spread in the late 1960s and 1970s. In the meantime, the endo-
cardial catheter mapping and programmed stimulation lead to a much better understanding
of origin and kind of the arrhythmia. Although a drug based treatment is still common, the
catheter ablation is the state-of-the-art technique to deal with many of the supraventricular
tachycardias. Medicinal as well as catheter ablation treatment are examined more closely in
the following paragraphs.

For atrial fibrillation, there is an additional surgical treatment option, introduced by James
Cox in 1987. The Cox maze procedure was designed to interrupt all possibilities of the atria
to fibrillate or flutter, by incisions made into the heart tissue, at a open heart surgery. After
some improvements, the standardized Cox maze III procedure was actually quite successful
in eliminating AFib permanently. However, the method did not gain a widespread applica-
tion, due to its complexity and risks. Today, the less invasive Cox-Maze IV procedure uses a
kind of surgical ablation technique, which has a similar success compared to the previous
cutting method and therefore is an option in some cases of AFib.

Despite the medical and technological progress, the exact diagnosis and best treatment
option for arrhythmias is still a complex challenge for cardiologists and electrophysiologists.
Our main focus lies in the discrimination of AFib and AFlut, or more precisely, between the
chaotic, irregular atrial contractions of AFib and all atrial tachycardias, which are defined by
a regular atrial rhythm. As will be seen in the following, this is of particular importance due
to their different treatment modalities. [162, 67, 87, 59, 17]

Medicinal Treatment
There are different principles for a drug based treatment to control the heart rate during ar-
rhythmias. In 1970, a classification of antiarrhythmic drugs was introduced by Singh and
Vaughan Williams [159, 133], which basics, combined with some revisions, are still valid to-
day. In general, the different antiarrhythmic agents interfere with the ion channels of the
cells, to affect their action potentials in various ways. Based on the specific channels they
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use, these are grouped into different classes from I to V. On the one hand, they are able to
lengthen the action potential and therefore stabilize the rhythm. This is done, either via
a prolongation of the repolarization or a slowing of depolarization phase. Hence, this so-
called chemical cardioversion restores a sinus rhythm. On the other hand, there are blocking
agents, which can lower the number of impulses that are conducted through the AV node.
These are used as rhythm control agents, however, they do not restore a regular atrial rate.

On the downside, the medical treatment can come along with drastic side-effects. Spe-
cial attention has been payed to the Cardiac Arrhythmia Suppression Trial (CAST) that was
performed within two studies (CAST I and CAST II) between 1986 and 1998 at over 1700 pa-
tients [61, 62, 32]. This double-blinded, randomized study was initiated to test the effects of
several specific antiarrhythmic agents at patients after a myocardial infarction. The drugs in
fact reduced PVCs for example, but were accompanied by a drastically increased mortality
rate due to sudden cardiac death, which in consequence even led to the termination of the
study. As a result, a rethinking process started in the use of antiarrhythmic agents, especially
in patients after a myocardial infarction.

In atrial fibrillation, a medicinal treatment is still the main therapy option. However, the
decision of the preferred drug, needs to be taken at each patient individually. It has been
shown in multiple trials that rate control agents, which restore a regular sinus rate, are not
superior to a rhythm control via blocking agents, in matters of lifetime, stroke, or bleeding.
For typical forms of atrial flutter, a long-term anti-arrhythmic drug therapy is usually not
indicated. This is one the one hand because of a limited efficiency to restore the rhythm
permanently, but in particular due to the high success and low complication rate of radiofre-
quency catheter ablation for these patients, as can be seen in the following. [17, 46, 163, 162]

Electrical Cardioversion andDefibrillation
The main task of implantable cardioverter defibrillators (ICDs) is to detect and immediately
stop mostly ventricular tachycardias, which are acute life threatening. In patients with an
ICD, the cardiac activity is monitored by an algorithm. In the case of ventricular fibrillation
for example, a high-voltage electric shock is released, to bring the heart back to a normal
rhythm. The reliability and accuracy of the underlying algorithm is obviously very important.
Most algorithms are based on the interval length of successive R or P waves for their analysis.
The importance of a correct diagnosis is further increased by the extremely painful shock.
For this reason, many patients complain about a loss of life quality due to the permanent fear
of a shock. In this matter, a new, promising method is in development, where multiple low-
voltage shocks are used instead of a high-voltage one [64]. Furthermore, atrial defibrillation
via implantable device is also possible in cases of AFib. The treatment is not established
though, mostly because of a lack of patient acceptance to this method.

The electrical cardioversion17 procedure is basically a kind of defibrillation, but with syn-
chronized and lower electrical shocks, externally applied on a sedated patient. Synchronized
in this context means that the shock is initiated simultaneously to the R wave, which reduces
the risk of ventricular fibrillation. The success rate of this procedure, to get the heart back

17Also known as direct-current cardioversion.
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a) AV nodal reentry tachycardia b) Typical atrial flutter c) WPW syndrome

Figure 1.14:Approximate area of application of a catheter ablation therapy of three exem-
plary supraventricular tachycardias. See text for a further description.

to sinus rhythm, is very high, but the treatment is in most cases not permanent. Hence, car-
dioversion is usually applied to younger patients with non-chronic supraventricular tachy-
cardias. [87, 59, 66, 130]

Catheter Ablation
In the last decades the catheter ablation technique evolved enormously from an experimen-
tal to a widespread performed treatment. In general, the procedure uses heating or freezing
to destroy the tissue that causes the arrhythmia. The catheters are usually inserted through
the blood vessels over arm or groin area. The most common method is the radiofrequency
ablation (RFA), because of its efficacy and safety. Further alternatives are direct-current (DC)
ablation, with energy coming from a defibrillator or cardioverter, laser ablation, ultrasound,
or cryoablation, which uses freezing. These technologies have also been applied within op-
erative procedures, but the catheter technique has almost made this step obsolete in treat-
ing supraventricular tachycardias. In this connection, AFib is basically the only remaining
arrhythmia, where surgery can be an option for specific patients. As a matter of course, the
various kinds of tachycardias need to be ablated differently, which also implies the impor-
tance to find the accurate location of the arrhythmogenic tissue. In Figure 1.14, the different
areas are shown where the ablation treatment is approximately applied in the case of AVNRT,
typical atrial flutter, and WPW syndrome.

The success rates of ablation are often denoted in a highly varying range, especially in
cases of AFib. On the one hand, this comes from the various therapy approaches, which are
more or less successful in the specific areas where the arrhythmia originates. Furthermore,
the many studies observed a very different time period for recurrence cases. Nevertheless,
for typical AFlut or other macroreentrant atrial tachycardias, catheter ablation is most ef-
fective. Here, the tissue that is initiating the fast rhythm is eliminated by the ablation, which
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intercepts the reentrant circuit and brings the conduction back to normal. In a big study with
363 patients of Schmieder et al. [128], 90% of the patients were free of AFlut permanently af-
ter a single procedure. A recurrence rate less than 10% has been evaluated, of which most
cases could be cured with a second or third ablation. Several other studies come to a similar
result in treating typical AFlut with ablation (see [97, 16, 66]).

To find the best treatment option for AFib is challenging though. It includes several goals
from a primal rate control, via keeping a permanent sinus rhythm, to prevention from fur-
ther AFib series as well as embolisms. Based on the findings, and now common assumption
that AFib usually arises from a focal trigger and needs the specific, susceptible tissue to prop-
agate, the ablation method gained attention as treatment option. Here, the procedure aims
either at an elimination of the trigger or at a modification of the supporting tissue. It has
been observed that an increased number of AFib arises in the area of the pulmonary veins.
The result was the pulmonary vein isolation (PVI) procedure, where the wrong stimulating
tissue is destroyed (or isolated) . It covers on the one hand, the separation of the PVs as pos-
sible trigger. On the other hand, it also alters the arrhythmogenic tissue, if the trigger is in
another, surrounding location. For all the good results, which have been achieved by the PVI,
it is still far from being as successful as the AFlut ablation.

A very extensive report has been made in 2012, by a worldwide task force of experts18 [17].
Among other things, they do provide a classification with indications, when to use catheter
or surgical ablation of AFib. It is based on many previous studies that have been published,
considering safety, efficacy, as well as the number and quality of the clinical trials. They
actually suggest catheter ablation, in patients with symptomatic AFib, or patients with a re-
fractory or intolerance for Class I or III antiarrhythmic drugs. Nevertheless, they also come
to the conclusion that in spite of the many studies that already exist in this context, there
is still a large, prospective and randomized clinical trial for AFib ablation missing. This trial
should consider long-term stroke risk, heart failure, and mortality rate of AFib ablation, in
comparison to a drug therapy.

Moreover, as we focus on the differentiation of AFib and AFlut, there is a high recurrence
rate of regular atrial tachycardias (ATs) after an AFib ablation, which lies at up to 50%. Again,
these recurrent cases have been ablated in a very successful way (> 90%). Needless to say, the
correct diagnosis at this point is essential. In this context, we want to mention that a high
rate of misinterpretation of surface ECG’s has been shown. For example, Shiyovich et al.
[131] examined the diagnosis of surface ECG’s made by physicians with respect to AFib and
AFlut differentiation. They discovered that AFlut is often misinterpreted as AFib, in typical
case over 50%, but especially in atypical flutter (up to 80%). The difficulties on this topic are
further examined in Chapter 2. [17, 66, 163]

Summary
As seen above, the exact differentiation between the two tachycardias is imperative, with re-
spect to their treatment modalities. In AFlut, ablation is usually the superior option, not only

18Including the American College of Cardiology (ACC), the American Heart Association (AHA), the Asia Pacific Heart
Rhythm Society (APHRS), the European Cardiac Arrhythmia Society (ECAS), the European Heart Rhythm Asso-
ciation (EHRA), the Society of Thoracic Surgeons (STS), and the Heart Rhythm Society (HRS).
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because the effectiveness of antiarrhythmic therapy is very variable, expensive, and comes
with side effects. In the best case, patients can actually be cured with a few current impulses,
resulting in highly improved quality of life. In AFib however, the preferred therapy option
is still a big challenge. Whether catheter ablation, surgical ablation, or antiarrhythmic drug
treatment is the best option, has to be decided individually for each patient.
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Chapter 2
AVNodal Characteristics in Supraventricular Tachycardias
This chapter will give a better understanding of the AV nodal conduction characteristics that
arise within supraventricular tachycardias. We take a more detailed look on the different
second-degree AV block types and their properties to create an accurate mathematical model
of the AV conduction, later on. As described in the previous Chapter, Wenckebach (type I
block) [154, 155] and Hay (type II block) [52] were the first ones to discover those second-
degree AV block types, at the conduction of the A-C interval of the jugular pulse and even
before the electrocardiogram was introduced. In 1924, Mobitz classified the two different
block types more specifically, which basically still applies today [105]. However, to find stan-
dard definitions for certain block types is not straightforward at all, because on the one hand,
the physiology is still not completely understood. On the other hand, the definitions are not
being used universally in literature, several terms are used for the same phenomenon, or
diagnostic errors has been presented and revised again [10].

Hence, we now want to give at first, a clear and well-defined definition for all basic block
types, in the way they are most commonly described in literature. Those more or less likely
block patterns are discussed in the section of the Classical AV Block Type Definitions. For type
I and type II block, the basic assumption is that there are two or more consecutive conducted
PR intervals in which a single P wave fails to conduct to the ventricles. A third conduction
type of an advanced second-degree block is also mentioned, as this pattern cannot be clas-
sified to the others according to the literature. [10]

Then, the idea of the MAVB is presented as a possible cause of complicated, irregular ven-
tricular patterns in spite of regular atrial signals. The MAVB concept builds the centerpiece
of our models and algorithms. With this new insights, however, some of the previous classifi-
cations appear in a different light. Based on this accumulated knowledge gained, we develop
a completely new combined multilevel approach. This concept is able to explain most of the
AV node characteristics easier, more precise and effective. To further explain the importance
of the prevalent problem, we now start with examples and reasons for the many difficulties
that arise in differentiating regular atrial tachycardias from AFib.

2.1 Differentiation of Regular Atrial Tachycardias fromAtrial Fibrillation
With over 8% occurrence in hospitals, the most common abnormal ECG rhythms are repre-
sented by atrial fibrillation and atrial flutter [121]. The correct differentiation of regular atrial
arrhythmias, including AFlut and focal atrial tachycardias, from AFib depicts a diagnostic
challenge to both physicians as well as computerized algorithms. However, the correct di-
agnosis is essential as described in Section 1.6.6. The methods of treatment differ drastically
implying an enormous improvement in the patients life quality as well as reduced mortality
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Figure 2.1: Exemplary ECGs of AFib and AFlut, which indicate the difficulty of discriminating
the two Arrhythmias. The surface ECGs (leads I, III, and V1) on the upper panel
and simultaneously obtained intracardiac tracings on the lower panel, recorded in
the CS1. On the left hand side, a Patient suffering from AFib is described. The sur-
face ECG exhibits high-frequency, variable atrial activation in combination with
an irregular ventricular response. Atrial electrograms reveal high-frequency sig-
nals (CL < 200 ms) with marked irregularity. On the right hand side, a Patient with
atypical (non-isthmus dependent) atrial flutter is shown. The ECG shows merely
discernible flutter waves in combination with an irregular ventricular response
due to a MAVB, see Section 2.3. Simultaneously obtained intracardiac recordings
(CS) show a totally regular atrial activation.

rate and severe side effects. There are numerous reports in literature, which describe the dif-
ficulties and the high misinterpretation rate on this topic by physicians and algorithms. We
are now going to illustrate several arguments that can be considered as causes for this major
problem. Then we present examples from literature as a further verification therefor.

2.1.1 Reasons for theMisinterpretation of AFib andAFlut
The discrimination between AFib and AFlut with the help of a surface ECG can be essen-
tially complicated by several factors. Commonly, in series of AFib the ECG shows so-called
irregularly irregular RR intervals with no distinct P waves. In case of typical AFlut, electri-
cal activation produces a characteristic sawtooth pattern in the surface ECG. In Figure 2.1,
we show that those main rules do not always apply. In some cases actually, it is incredibly
difficult to reliably discriminate between those arrhythmias based on the surface ECG.

First of all, the disorganized RR intervals are often used as a main indicator in diagnos-
ing AFib, especially when the ECG is lacking of a distinct sawtooth pattern. This only works
poorly due to different reasons, as for example multilevel AV blocks, which lead to an irreg-
ular ventricular response even in regular atrial activity. The irregularly irregular RR intervals
are not exclusive for AFib, but also very common in AFlut [78]. This is probably one of the

1Electrograms obtained between the distal pair of electrodes of the coronary sinus catheter (CS1/2).
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main reasons for missed AFlut cases. Secondly, AFib may come along with coarse fibrillatory
waves, which are reminiscent of AFlut [75, 57]. Additionally to those causes, the presence of
an artifact or premature atrial complexes may also result in overdiagnosing AFib [14]. Once
again, most of those cases could be cured via ablation technique with a high-success rate,
instead of a life-long treatment with anticoagulants.

On the other hand, AFlut may present atypical characteristics in the surface ECG leading
to a missed AFib diagnosis. This includes hardly discernible low-voltage flutter waves, as can
be seen in Figure 2.1. Furthermore, a common phenomenon in AFib is the so-called pseudo-
regularization. Here, the RR variability decreases with an increase in heart rate, which leads
to an almost regular rhythm [46].

2.1.2 Misinterpretation Examples Documented in Literature
Although, Bogun et al. [14] did not consider AFlut in there analysis, they presented inter-
esting facts in there paper about misdiagnosis of AFib and its clinical consequence. They
showed amongst others that cardiologists who reviewed ECGs, often accepted the computer
generated misinterpretations. Furthermore, they stated that “overreliance on computerized
algorithms and physician time constraints are the most likely factors resulting in the fail-
ure to correct an inaccurate computerized interpretation”. Those and other algorithmic ap-
proaches, and their pros and cons, are further discussed in Section 4.1.2. The following pa-
pers show the diagnostic accuracy on this topic in different studies with physicians. As far
as the test data was accessible, we used it to compare the following example studies to our
approaches in Section 5.4.1.

Knight et al. - Electrocardiographic Differentiation of AFlut fromAFib by Physicians [75]
226 physicians responded out of a test group of 689 of medical house officers, internists, as
well as cardiologist, or cardiology fellows (33% response rate). The test included 3 ECGs,
which should be evaluated whether to be AFlut or AFib. The first ECG was AFib with promi-
nent fibrillatory waves in only one lead. The second ECG showed AFib with prominent fib-
rillatory waves in several leads, and the third indicated AFlut with variable ventricular re-
sponses. The average misdiagnosis for the first ECG was 21%, 69% for the second ECG, and
13% misdiagnosed for the third. Especially the major misdiagnosis of AFib with prominent
fibrillatory waves in both leads stands out, which was even worse diagnosed by cardiologists
(79% wrong). The ECG of atrial flutter was frequently diagnosed correctly despite an irreg-
ular ventricular response. However, the limitation here could also be that only three ECGs
were viewed and it would have been very unlikely that non of them was AFlut.

Shiyovich et al. - Accuracy of Diagnosing AFlut andAFib From a Surface ECG byHospital
Physicians: Analysis of Data From InternalMedicine Departments [131]
Shiyovich et al. did a reevaluation of 268 ECGs of patients, who had been discharged from
hospital with AFlut or AFib. The gold standard2 were two external cardiologists (one elec-

2See section 5.1.
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trophysiologist), who analyzed the ECGs after certain criteria for AFlut and AFib. As a result,
16% (44 ECGs) were misinterpreted overall. 68% of the atrial flutter patients (25 ECGs) were
incorrectly diagnosed. A detailed view on the AFlut ECGs show that 53% of typical and 80%
of the atypical AFlut ECGs were incorrectly diagnosed.

They especially highlighted the significant number of misdiagnosed AFlut examples with
irregular ventricular rhythm. On this, the frequently wrong assumption is probably that ir-
regularly irregular RR intervals are by implication considered as AFib. Furthermore, they
mentioned that reduced ECG quality often lead to a wrong diagnosis, because of artifacts
created by electrode motion or else. Here, P waves are often misinterpreted in one or the
other way. This problem occurs on a day to day basis in clinical practice, while it is overseen
in scientific analysis with clean ECGs. In an analysis with only RR intervals used as input
data, as we do, this problem can be avoided.

2.2 Classical AVBlock TypeDefinitions
Before we start, we define the following notations for the different kinds of AV conduction
times and intervals, which are also used in the upcoming model description.

Block Cyclem : n
For every m input signals in one AV block cycle, n beats are conducted.

Atrial Input := Ai , i ∈ [1,m]
Time point of the i th atrial excitation.

Atrial Cycle Length := A A
Time interval between two consecutive excitations in case of a regular atrial rhythm.

Ventricular Beat :=V j , j ∈ [1,n]
Time point of the j th ventricular conduction.

Conduction Constant :=α

Regular signal conduction time which is present in normal sinus rhythm as well as in
all various block types. In sinus rhythm, α = V j − A j solely represents the conduction
time through the AV node.

Conduction Increment :=∆ j , j ∈ [1,n]
Varying increment to the basic conduction time in type I blocks. The increment length
depends on the number of conducted beats in the current block cycle. The first actual
increment is present at the second conducted beat, which means ∆1 = 0.

AVConduction Time := AV j , j ∈ [1,n]
Entire conduction time interval from the atria to the ventricles at the j th conducted
beat within a block cycle. This conduction time equals the PR interval in the ECG and
can be described by: AV j =V j − (A j +α+∑

∆ j ).

Ventricular Interval :=V V j , j ∈ [1,n]
The j th ventricular interval within one block cycle of a type I, respectively type II block.
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Block Pause :=V Vn

Pause produced by the nonconducted signal at the end of every block cycle of a type I,
respectively type II block.

2.2.1 Type I Block
We start with a closer look at the different kinds of type I blocks. Mobitz defined the Type
I Block as “a progressive lengthening of AV conduction interval until an intermittent failure
of one signal, followed by a shortening of the AV signal”, see [105]. In 1927, Wenckebach
and Winterberg published a further characterization of the phenomenon [157], which is also
known as typical Wenckebach periodicity (or phenomenon) and explicitly defined in the fol-
lowing section.

In 1978, the World Health Organization (WHO) [25] and the American College of Cardiol-
ogy (ACC) [140] enhanced the original definition. They characterized this type by the occur-
rence of a single nonconducted P wave associated with inconstant PR intervals before and
after the blocked impulse. This definition provides that there are at least two consecutive
conducted P waves (i.e. 3:2 AV block) on which to determine the behavior of the PR interval.
There are several other works showing that the first definition by Mobitz was not sufficient,
because there is at least one differing kind of Wenckebach phenomenon. In consequence,
El-Sherif [37] and others described the type I block in two categories, the “original”, former
one as typical and all others as atypical.

Typical Type I Block or TheWenckebach Phenomenon
A typical type I block according to Wenckebach [157] has to fulfill the following four charac-
teristics.3 However, the first two characteristics are actually sufficient for a unique definition,
whereas the last two are logical consequences thereof. An example of a typical type I block
with a 5:4 block pattern is shown in Figure 2.2.

1. A progressive lengthening of the PR interval:

α+∆1 <α+∆1 +∆2 < . . . <α+
n∑

j=1
∆ j , ∆ j > 0 for j ≥ 2.

2. A progressive decrease in the RR intervals:

V V1 >V V2 > . . . >V Vn−1

3. The increment between the first and the second conducted beats being the largest
(combined with the previous definition follows):

∆max =∆2 >∆3 > . . . >∆n

3Sometimes represented by five or six characteristics, which just describe the same points, but split up.
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Figure 2.2:Conduction graph of a typical type I block with a 5:4 block pattern.

4. A pause produced by the nonconducted P wave equal to the difference between the
last PR before and the first PR after the pause, subtracted from twice the PP interval:

V Vn = 2 · A A− (AVn − AV1) = 2 · A A−
n∑

j=2
∆ j

Although, the Wenckebach phenomenon is defined as typical type I block, mainly for his-
torical reasons, it has turned out that other types are rather common. Denes et al. examined
at 69 patients spontaneous or pacing-induced Wenckebach periods and discovered that 66%
of the pacing-induced and 84% of the spontaneous type I blocks were atypical [26]. Further-
more, Friedman et al. showed similar numbers in the analysis of Wenckebach periodicity
[42], whereas both found the characteristic that the typical Wenckebach conduction only
occurred until a conduction ratio of 6 : 5 and is most likely in 4 : 3 pattern, see also Spodick
[138]. Another interesting fact was that in 98% of all type I blocks (typical or atypical), the
first PR interval was the shortest, on which the assumption ∆1 = 0 can be traced back.

The probably most common type I block pattern 3 : 2 obviously cannot be classified as
typical or atypical, under the specified definitions, as there is only one increment present.
Thus, n ≥ 3 has to apply for a typical type I block classification to verify those definitions.
Based on the literature results, we can conclude the following specifications for a typical
type I block cycle of (n +1) : n.

• The valid number of conducted signals per block cycle:

3 ≤ n ≤ 5

• Frequency of occurrence of the block type pattern:

#(4 : 3) > #(5 : 4) > #(6 : 5)

• The increment at the first conducted beat can be neglected, and while being the small-
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est counted as conduction constant:

∆1 := 0

Atypical Type I Block
The atypical form of type I block combines all the conduction patterns based on the Wencke-
bach phenomenon “that are not typical”. In consequence, this means they do not fulfill every
criteria presented in the typical section, but are still based on the underlying type I defini-
tion. There are several specifications though, which has been provided by literature [26, 42],
and are described in the following in their frequency of occurrence.

1. The last increment increased from the previous one:

∆n >∆n−1

2. The last increment being the largest increment overall:

∆n = max
j=1...n

∆ j

3. First (actual) increment is not the largest:

∃ j > 2, j ≤ n : ∆2 <∆ j

4. PR interval repeated at least once during a block cycle:

∃ j > 1, j ≤ n : AV j−1 = AV j ⇔ ∆ j = 0

5. PR interval decreasing at least once during a block cycle:

∃ j > 1, j ≤ n : AV j−1 > AV j ⇔ ∆ j < 0

The most frequent atypical form reported is the increase of the PR increment of the last
beat prior to the dropped P wave, or the last increment even being the largest. According to
Denes, those two atypical forms of category 1 and 2, represent over two-thirds of all atypical
block kinds [26]. Based on the literature results, we can conclude the following statements
for an atypical type I block cycle of (n +1) : n.

• Less than 5% of the Wenckebach periods in [26] have been above a ratio of 10 : 9. Ad-
ditionally, longer periods can also be seen as periods of 1 : 1 conduction followed by a
type II block. Hence, we fix the valid number of conducted signals per block cycle:

3 ≤ n ≤ 9
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• Frequency of occurrence of the block type pattern:

#(4 : 3) > #(5 : 4) > . . . > #(10 : 9)

• The increment at the first conducted beat can be neglected, and while being the small-
est counted as conduction constant:

∆1 := 0

3:2 Type I Block
As mentioned in this sections, a 3 : 2 block pattern, which satisfies the type I block definition,
cannot be classified to typical or atypical. However, it is probably the most common kind
thereof. Thus, we assign it in this separate section of 3 : 2 type I block.

2.2.2 Type II Block
In 1906, John Hay has actually been the first one to describe a varying form of the previously
discovered Wenckebach phenomenon [52, 11]. As stated by Barold in [10], there are many
differing definitions for second-degree atrioventricular blocks, especially for a type II block.
Originally, Mobitz defined a type II block in 1924 as an "occasional block of one or more P
waves with no change in the PR interval before and after the nonconducted P waves" [105].
There were several other definitions, by Katz and Pick in [71] for example, which contributed
to the confusion about this type. They allowed a slight shortening of the PR interval after
a dropped beat in Mobitz type block, however without defining “slight” at all. In 1978, the
WHO [25] and the ACC [140] made clearer and currently the most accepted definitions for a
type II block.

1. Type II AV block is characterized by the occurrence of a single nonconducted P wave
associated with constant PR intervals before and after the blocked impulse. This
definition provides, similar to type I that there are at least two consecutive conducted
atrial signals. Additionally, the sinus rate or the A A interval has to be constant.

2. The pause encompassing the blocked P wave must be equal to two PP cycles:

V Vn = 2 · A A

After these definitions, it becomes apparent that one type II block cycle also has the pat-
tern of (n +1) : n, where n beats are conducted. Figure 2.3 shows such a type II block cycle.
As before, it obviously has to count n ≥ 3, because otherwise the specified definitions cannot
be applied. A maximum number of conducted beats within one block cycle of a type II block
is hard to find in literature. Most of the time only relatively short conduction patterns are
described in type II. We found one report however, about a 7 : 6 type II block in [29], but no
higher conduction pattern anywhere else. Due to this, we conclude the following specifica-
tion for a type II block.
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Figure 2.3:Conduction graph of a type II block with a 3:2 block pattern.

• The valid number of conducted atrial signals per block cycle:

3 ≤ n ≤ 6

2.2.3 Advanced Second-Degree AVBlock
According to the guidelines of the ACC and the American Heart Association (AHA), an ad-
vanced second-degree AV block4 is characterized by a block of two or more consecutive P
waves, but an complete AV block is not present [164, 165]. We previously mentioned that
the most common 2 : 1 AV block, which is characterized by one conducted P wave for each
P wave blocked, can progress from type I into a type II block and the other way around. In
addition, the stated guidelines clearly say that a 2 : 1 block cannot be classified as either type
I or type II. However, they miss to clarify the classification for this type.

Hence, the most logical prevalent definition is stated by Barold in [8]. He mentioned that a
“two to one AV block is best considered as advanced second-degree AV block for the purpose
of classification as are 3 : 1, 4 : 1, and so on, AV blocks according to the 1978 recommenda-
tions of the WHO and the ACC” [25, 140]. This leads us to the following definition, for an
advanced second-degree AV block with a m : 1 conduction pattern. Here, for a block cycle
of m atrial signals, just one is conducted, while (m − 1) signals are blocked. An exemplary
advanced second-degree AV block is described in Figure 2.4.

1. Advanced second-degree AV block is characterized by one conducted P wave for each
P wave blocked, or a block of two or more consecutive P waves, but an complete AV
block is not present.

Donoso et al. [29] presented 8 different clinical cases of advanced second-degree block,
with conduction pattern from 2 : 1 to 5 : 1. Furthermore, Castellanos et al. described cases
of advanced second-degree block in [22], where episodes of high stable patterns, e.g., 8 : 1
develop to lower grades of AV block even down 2 : 1 in several steps. They call this phe-
nomenon reverse alternating Wenckebach. Castellanos constitute the reason for this kind of

4This kind of block is also referred to as high degree or high grade AV block.
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Figure 2.4:Conduction graph of an advanced second-degree block with a 4:1 block pattern.

AV blocks also in the MAVB concept, see the following Section. Furthermore, is to mention
that they only described blocks with even numbers, like 8 : 1, 6 : 1, 4 : 1 or 2 : 1. They also
found episodes higher than 8 : 1, however they have never been stable. Hence, we conclude
the following specifications.

• The valid number of atrial signals per block cycle, where (m −1) signals are blocked:

2 ≤ m ≤ 8

• The frequency of occurrence of the block pattern is not completely clear. Most of the
time it is described that the even-numbered block pattern are more likely than the
odd-numbered. A 7 : 1 block is never described in adults to our knowledge, see also
Section 2.4:

#(2 : 1) > #(4 : 1) > (
#(6 : 1), #(8 : 1)

)> (
#(3 : 1), #(5 : 1)

)
2.3 Multilevel AVBlock (MAVB)
The phenomenon of two consecutive block levels in the AV node was first mentioned, to
our knowledge, by Langendorf and Katz in 1942. They found “evidence of two regions in the
A-V junction and common bundle in which impulses are prevented from passing either all
the time or on occasion”[82]. Before that, only alternate PR intervals with predominant 2 : 1
AV block conduction in atrial flutter were described by Lewis in 1912 [89], or Kaufman in
1927 [72].

In 1948, Langendorf introduced a certain AV conduction phenomenon as concealed con-
duction[81]. It was defined as any phenomenon which could not be observed directly on
the ECG but influenced the subsequent ventricular conduction, hence the name concealed.
Besoain-Santander, Pick and Langendorf also explained alternating type I blocks in AFlut,
with a block in the higher level of the AV junction that halved the atrial rate (2 : 1 block), as
well as a type I block below [13]. Langendorf, Pick [83] and Katz [71] continued this work and
described multiple blockage and concealed conduction could both be present separately or
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Figure 2.5:Visual description of a multilevel AV block.

in combination. However, due to intracardiac recordings, these conductions are not really
concealed anymore. As stated by Josephson [67], it should be better called specific conse-
quences of incomplete penetration of impulses. Newer definitions include, e.g., unexpected
prolongation or failure of conduction, which may result from a nonconducted premature
impulse in the AV conduction system. A further example would be the irregular ventricular
response that arises in episodes of AFib due to the chaotic penetration entering the AV node.

In 1967, Watanabe and Dreifus were the first ones to actually measure two block levels in
rabbit hearts via intracardiac recordings [153]. They found type II block mainly located in or
below His bundle, whereas type I was mostly found in the upper AV junction. An advanced
second-degree block of 3 : 1 was also be measured with the first blocked signal being com-
monly in higher AV regions than the second blocked signal. This detection would indicate a
3 : 2 block followed by a 2 : 1 block. These findings were inconsistent to the concealed con-
duction of Langendorf, but could actually be used as a first evidence that the MAVB is the
underlying reason for similar observations and behaviors of the AV node, which has been
“concealed” so far. For a basic visual description of the MAVB see Figure 2.5.

Leon et al. [86] investigated alternating Wenckebach episodes in 16 pacing induced pa-
tients. Those sequences were defined as “2 : 1 AV block in which conducted PR intervals
progressively prolong, terminating in two or three blocked P waves”. They also confirmed
in their conclusion that alternating Wenckebach episodes are best described by two block
levels and not as Langendorf and Pick thought, as concealed conduction. In fact, they found
three different groups, one with a type I block in AV node and 2 : 1 conduction in His, and
moreover both types being located within the AV node. They concluded that alternating
Wenckebach arise with an increase of the heart rate at a tiring AV node. More precisely, it
starts at a slower heart rate with a 1 : 1 conduction on both levels. The faster the atrial rate
gets, the block changes to a type I, followed by a 2 : 1 block on one of the levels, and finally to
an additional type I conduction the other level. These findings were verified by His bundle
recordings.

In 1976, Kosowsky et al. [77] showed in a study of 36 patients that MAVB is a rather com-
mon phenomenon. Two level AV blocks of different kinds are demonstrated in all patients
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and even a third level is assumed in one patient. They especially indicated that in series of
AFlut, lots of so far putative, complex AV block pattern, are more likely to be just simple mul-
tilevel blocks. For example, a stable 4 : 1 block might arise, in fact, due to two sequential 2 : 1
blocks. Several interesting examples of Kosowsky et al. are shown later on in Section 5.4.1 in
an analysis with our models and algorithms.

A further enhancement on this topic was published by Slama et al. in 1979 [134], investi-
gating 100 patients with atrial tachycardia or AFlut with an “absolutely regular PP interval”.
They presented a model with three block levels, located within different regions of the AV
node (atrionodal (AN), nodal (N), and nodal-His (NH)), but with a fixed block pattern on
each according level. They proposed that a 2 : 1 conduction can occur on the first and third
level, and a Type I block on the second. However, most of the times not all block levels are
active, leaving the other(s) with a 1 : 1 conduction. Basically, two different types where com-
mon. Type A alternating Wenckebach phenomenon occurred in 75% of their patients and
had 2 : 1 conduction on one level and a changing type I block on the other. The Type B alter-
nating Wenckebach pattern was a type I block followed by a 2 : 1 block. Three active block
levels were less common but also possible. And finally, 4 : 1 conduction can be explained
by two 2 : 1 blocks on first and third level, passing through the middle level without being
blocked. They expanded this approach in a case study a little later [135], proposing a further
block level can appear in the bundle of His. These assumptions were confirmed by His bun-
dle recordings. In this case, the patient had a 3 : 2 type I block, followed by a 2 : 1 block in
the AV node and a 3 : 2 or 2 : 1 conduction in His, depending on the atrial rhythm.5 In ad-
dition, Littmann et al. [94] made similar findings in a case study with three pacing induced
patients including His bundle recording. Castellano et al. did numerous works on this topic
and also confirmed the previously described MAVB with up to three possible block levels
[19, 20, 21, 23].

In conclusion, the concept of the multilevel atrioventricular block has been sufficiently
demonstrated. As a matter of fact, it is even much more common than widely supposed,
especially in fast and regular atrial rhythm as in supraventricular tachycardias (SVTs). It
appears to be a problem of, at first, unclear and, later on, imprecise declarations for this
phenomenon, which led to the confusion about the various specifications and descriptions
of these types of second-degree AV block.

2.4 CombinedMultilevel Concept for Second-Degree AVBlock
So far in this chapter, we gave an extensive and detailed overview to the atrioventricular
conduction behavior. The existing concepts do work quite well to explain some of the con-
duction mechanisms and patterns. However, as could be seen, it is still difficult to describe
this process completely. Hence, we now want to combine the different insights gained of the
AV node and develop a new concept of the various conduction types. Furthermore, the idea
of the MAVB has proven to be relevant, especially in arrhythmias with fast atrial rates. To our
expectation, these two concepts combined may be able to describe the whole process of a
second-degree AV block both, more complete on the whole, and better in detail.

5The rhythm was regular and only changed after atrial overdrive pacing.

46



AVNODALCHARACTERISTICS IN SUPRAVENTRICULAR TACHYCARDIAS CHAPTER 2

We would like to point out that we don’t want to renew the definition of a type I or type
II block, as they can be clinically useful. Our main focus, however, is to better understand
the conduction mechanisms and suggest that type I and type II “represent different degrees
of the same disorder rather than two distinct electrophysiologic processes”, as stated by El-
Sherif et al. in 1975 [36]. They presented a unified hypothesis of the second-degree AV block
and according evidence, which would make the previous, separate classification of the AV
block types redundant. Their observation showed that either no increment (or an increment
of just a few milliseconds) can occur, but in the same time, it can also increase up to 180 ms.
The same suggestion is made by Barold in [9] and [10] that “all type II blocks are really type
I blocks, with increments in AV conduction so minuscule that they cannot be recorded or
measured with standard equipment”.

If we take a look at the previous definitions, the AV conduction in a type I or type II block
can easily be explained by the same equation. For a block cycle of typical and atypical type I,
there is just one variable ∆ j necessary, which is most likely somehow patient dependent but
fixed at one individual. In case of type II, the increment can just assumed to be zero. Hence,
all various types of signal conduction can be calculated with the following equation:

V j = A j +α+∑
∆ j (2.1)

In the second part of our concept, the multilevel idea comes into account. The following
statements are based on medical and scientific knowledge presented in detail in the previ-
ous section. It was demonstrated in many publications that there are different anatomical
areas from the AV node to the His bundle (or even the bundle branches), where conduc-
tion blocks are possible. Additionally, those regions were shown to block simultaneously up
to 3 levels. Especially in very fast atrial rhythms, more levels are likely to become “active”.
In slower rhythms, it can be assumed that these levels remain in a 1 : 1 conduction. With
this concept, all relevant advanced second-degree AV block types can be explained by two
or three consecutive block levels (except a 7 : 1 block). As a reminder, the block cycles are
specified up to 8 : 1 and more likely to be even-numbered. Furthermore, we only found one
example in literature with a 7 : 1 advanced second-degree AV block in children, at an atrial
rate of 500 beats

min . Here, one can conclude that at such a high atrial pace there could be even a
fourth active block level:

(3 : 1) ≡ (3 : 2)∧ (2 : 1),

(4 : 1) ≡ (2 : 1)∧ (2 : 1),

(5 : 1) ≡ (5 : 4)∧ (2 : 1)∧ (2 : 1),

(6 : 1) ≡ (3 : 2)∧ (2 : 1)∧ (2 : 1)

≡ (2 : 1)∧ (3 : 2)∧ (2 : 1),

(7 : 1) ≡ (7 : 6)∧ (3 : 2)∧ (2 : 1)∧ (2 : 1)

≡ (7 : 6)∧ (2 : 1)∧ (3 : 2)∧ (2 : 1),

(8 : 1) ≡ (2 : 1)∧ (2 : 1)∧ (2 : 1).

These specific equations reveal, how all possible advanced second-degree AV block pat-
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Figure 2.6: 5 : 1 second-degree AV block described by a MAVB of three consecutive block lev-
els. In an upper region of the AV node, on the first level, a 5 : 4 type I block is
prevalent. On the second and third level 2 : 1 blocks occur, which could happen
in lower AV node regions or in the His bundle. This way, five atrial excitations, or
input signals to the AV node, can conduct to just one ventricular output signal.

terns can be explained by anatomically successive, classical AV block types. They represent
one and perhaps the most likely alternative for various advanced second-degree AV blocks.
The composition of block levels is not necessarily unique, but this is also not required here.
One can imagine, however, that by a different composition of blocks and levels many other
block combinations m : n from the atria to the ventricles may appear. In our view, this is ex-
actly one of the underlying reasons why the discrimination of AFlut from AFib is often very
complex. In Figure 2.6, this is exemplary shown for a 5 : 1 block, which is not supposed to
appear on one level but explained by a MAVB.

To summarize, our approach is based on two steps. On the one hand, we describe all dif-
ferent classical block types in one simple combined conduction concept. On the other hand,
we extend this idea on multiple possible levels, by which we are able to specify all possible
types of advanced second-degree AV blocks. Altogether, this combined multilevel concept
covers not only the advanced but all kinds of second-degree AV blocks that are described in
literature, in a simpler and more logical way. Beyond that, we presented plenty of physiolog-
ical evidence for both steps. In the following chapters, we take these insights to create new
mathematical models of the AV node dynamics and further verify the underlying concept at
many real life cases.
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Chapter 3
Modeling Atrioventricular Dynamics
In the previous chapters, we gave an overview of the functionality and cardiac dynamics in
healthy and diseased human hearts, as well as a detailed look on the conduction characteris-
tics between atria and ventricles. Based on this knowledge, we intend to create mathematical
models to describe these atrioventricular dynamics in a realistic manner. However, as com-
mon in applied areas such as biology, the electrical conduction in the heart is a nonlinear
system with sometimes chaotic and unpredictable behavior. In this context, several model-
ing approaches are considered to test and compare the various possibilities. Our final objec-
tive is to be able to predict specific supraventricular tachycardias under certain surrounding
constraints and also to better understand the mechanisms of the AV node. Therefore, we
start with a short introduction in mathematical modeling and its importance to find the ap-
propriate degree of abstraction. Then, various modeling approaches are analyzed to give a
better understanding about the topic and to find the best one to achieve our objectives in
the end.

It is possible to use statistical approaches on ECG basis, like pattern recognition via inten-
sity or sequence in the ECG, which are presented at different examples in Section 3.1. While
these are successfully used in some areas of ECG analysis, they do have negative aspects.
Those are for example the long recording times, which are usually necessary for a signifi-
cant diagnosis. Secondly, we have a closer look at first principle approaches in Section 3.2.
Basic cellular models including ion channel dynamics are specified, from the first descrip-
tion of cellular membrane potential by Hodgkin and Huxley, over Noble’s cardiac cell action
potential, up to most recent AV node models. The advantages and disadvantages of both
approaches are discussed at the end of each section.

Then, we analyze phenomenological models of the AV junction in Section 3.3 and begin
with a formulation of the concrete mathematical problem. We show the classical AV block
type conduction described by two different mathematical models. The recovery curve mod-
els are explained at specific examples from literature, before a completely new combined
approach is developed, based on the findings of Chapter 2. With this combined multilevel
model, we intend to describe the electrical conduction in the AV node better than the ex-
isting models and especially in the most complicated case of irregular ventricular pattern
during regular atrial signals.

MathematicalModeling
Mathematical models can be used to develop a scientific understanding for a certain prob-
lem, as a systems test environment, or a support or training in decision making. They are
used to give a mathematical representation of the behavior of real objects and procedures,
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which always illustrate a simplification of the real life example. Hence, the key point in mod-
eling is to break up the complexity of a system and use simplified descriptions it. In that case,
however, a simplification does not have to be a disadvantage, but actually has benefits. One
can focus on the important behavior of a system, and sometimes a simplified model can
even be used for various biological systems. In conclusion, the objective of good modeling is
to find the simplest model that helps understand a system, by focusing on the relevant parts,
and thus support a certain problem solving process. [136, 149]

Different Levels of Abstraction
The appropriate degree of detail is immensely important in developing a mathematical
model. For the dynamics in the heart this could mean, e.g., to make a model as accu-
rate as possible on cellular basis including action potentials, time-depending, and energy-
depending membrane charge. Otherwise, one may apply a more general view on the elec-
trophysiological dynamics, by modeling the conduction mechanisms in the AV node on the
whole. As described above, simple mathematical models can be able to give a better under-
standing of certain naturally occurring procedures than high complex models. Our aim is to
take a more detailed look at various kinds and to use the best possible modeling approach for
our purpose. Hence, we first consider statistical approaches, which try to fit the measured
ECG data as good as possible. This is followed by a section of first principle models based on
cellular dynamics, or on micro-level scale. Finally, we focus on a larger scale, explaining the
conduction processes in the AV junction by phenomenological models.

3.1 Statistical Approaches
In this section, we present several statistical methods for ECG analysis. Those are based on
the hypothesis that two ECGs which have a similar signal structure in according leads, should
probably have the same or at least a similar cardiological diagnosis. Generally, in statistical
approaches applies, the more input data exists the better. On the other hand, there has to be
at least a specific number of input data, in our case RR intervals that a certain method works
at all. In the following, we describe two different approaches of the statistical kind, which are
tested and compared to our methods in Section 5.2 later on.

3.1.1 RR Interval Periodicity
This method has been presented by Krummen et al. [78], because the periodicity in RR in-
tervals is often used for the AFlut versus AFib differentiation. They intended to check, if this
assumption is valid or as they assumed, the method just poorly identifies the correct arrhyth-
mia. The test specifics were based on the analysis of RR interval periodicity, which should be
an indicator for the regularity of AFlut. Here, a periodic RR interval was defined as a multi-
ple of the shortest RR interval within the considered ECG period (± 25 ms). This procedure
should simulate variable AV blocks. For example, a 5 : 4 block cycle is prevalent, if the current
RR interval is 1.25 times the shortest RR interval (1.33-fold for a 4 : 3 block, 1.5-fold for 3 : 2,
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and so on). Finally, the overall percentage of the periodic to the non-periodic RR intervals is
calculated.

The test group included 66 patients in total, 21 patients with each atypical and typical
AFlut, and 24 patients with AFib. Typical AFlut was defined as counterclockwise activation,
while atypical AFlut was diagnosed by activation distinct thereof. AFib was diagnosed if the
atrial electrograms lacked 1:1 conduction to all atrial regions. Therefore, as gold standard,
only intracardiac methods were used to diagnose the rhythm. The results were illustrated as
receiver operating characteristic (ROC)1, which displayed that RR periodicity poorly sepa-
rates AFlut from AFib. In typical AFlut, the RR intervals showed at least an average periodicity
of 60%. This differentiation of typical AFlut to AFib had a specificity of 86% and a sensitivity
of 66%. In the case of atypical AFlut on the other hand, RR periodicity did not separate from
AFib at all. Krummen et al. came to the conclusion that irregularly irregular RR intervals are
not specific for AFib and are especially common in atypical AFlut.

In Section 5.2.1, we show this method applied to our own test data and verify the results of
Krummen et al. On the one hand, this indicates that this statistical approach is not applica-
ble at all. On the other hand, and more important, the result supports the hypothesis that a
diagnosis only based on irregular irregularity is highly misleading.

3.1.2 Heart Rate Variability and Poincaré Plots
A Poincaré plot is a method to analyze complex systems, while including a data set into a
higher dimensional space. In medicine it is often used to analyze the heart rate variability
(HRV), in the manner that the interval RRi is plotted against the previous interval RRi−1.
This visualization technique can be used to recognize certain shape pattern with the human
eye, and hence identify beat-to-beat cycles.

Esperer et al. [39] used this method to analyze long-term ECGs, recorded for 24 hours in
portable Holter devices2. They discriminated between sinus rhythm, atrial fibrillation, atrial
tachycardias, atrial premature beat, and ventricular premature beat, based on the Poincaré3

block pattern. These patterns were, for example, fan, island, or lobe shaped. They presented
quite impressive results with a sensitivity and specificity of 100% for AFlut (n = 157 Holter
recordings) and 100% sensitivity and 97% specificity for AFib (n = 1255).

In conclusion, to analyze the HRV in Poincaré plots works really good in long-term ECGs
of 24 hours of recording. One limitation might be that there is no comment about the types
of the atrial flutter used in the test data set, whether to be any atypical kinds or simply typi-
cal flutter examples. Furthermore, and unfortunately, the long recording time is exactly the
main issue here. This is caused by the fact, that in the clinical workaday life, usually fast
feedback and decisions are desired or even crucial. In common clinical resting ECGs, there
is usually a sequence of only 10-20 RR intervals used, instead of a 24 hour recording with
about 100000 RR intervals. We reveal the problem of this method applied to short recording
times clearly at our examples in Section 5.2.2.

1Described in detail in Section 5.1.3.
2Named after its inventor Norman J. Holter (1914–1983), an American biophysicist.
3They used the term Lorenz plot, which is also common in literature.
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3.2 First PrincipleModels
In 1952, Alan Hodgkin and Andrew Huxley achieved a real breakthrough in modeling cellular
dynamics of a giant squid axon, which they gained the Nobel Prize for in 1963 [147]. Based
on these discoveries of the Hodgin-Huxley equations for ion channels, the first mathematical
model for cardiac action potentials and pacemaker rhythm was built by Denis Noble in 1962
[109]. This was the groundwork for all the following cardiac cell models, to which Denis
Noble also contributed a lot. However, according to a review about cardiac cell models by
Noble in 2012 [112], in about 100 significant contributions, there is just one cellular based
model about the atrioventricular node so far. This model was presented by Inada et al. in
2009 [60], where they developed an action potential model for cells of a rabbit AV node. We
now show the basic structure of a cardiac cell model with the help of the most important
discoveries on this topic, up to the AV nodal cell model of Inada et al. Furthermore, other
approaches of simplified cardiac models are mentioned and finally some of the downsides
of first principle models in clinical practice are discussed.

3.2.1 Hodgkin-HuxleyModel
Since the first one, many different cardiac cell models have been developed, varying in com-
plexity and states, from atrial or ventricular cells to specialized pacemaker cells. At first, we
want to give an impression how to simulate neurons and action potentials, by describing
the improvements of Hodgkin and Huxley, which also lead to the first cardiac cell model of
Purkinje fibers by Denis Noble.

Equation 3.1 shows the basic model of cellular membrane potential by Hodgkin and Hux-
ley of 1952 [147]. The total membrane current, between the inside and the outside of a nerve
cell, is divided into membrane capacity and ionic current. This combination of change re-
actions and electric current flow was one of the main factors for the success of the Hodgkin-
Huxley model to simulate neurons [112].

Im(t ) =Cm
dV (t )

dt
+ Iion(t ), (3.1)

where

• Im(t ) is the total membrane current per unit area, measured in µA
cm2 ,

• Cm is the membrane capacity in µF
cm2 ,

• V (t ) = Vinside −Voutside is the difference of the membrane potential from the inside to
the outside of the cell, measured in mV,

• Iion(t ) is the current density carried by ions,

• t is time, usually specified in ms.
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Note that without any externally applied current, the total membrane current of a cell is zero,
hence with Im = 0 follows:

dV (t )

dt
= −Iion(t )

Cm
(3.2)

The ionic current can be further split up into several components Iion = IN a + IK + Il .
Hodgkin and Huxley discovered that these components mainly consist of sodium ions IN a ,
and potassium ions IK . In addition, there is a so-called leakage current Il , which combines
all other ions. The ionic current flow, in turn, obeys Ohm’s law I = U

R ⇐⇒ I = g ·U , with
voltage U , and the electrical resistance R = 1

g , where g is the electrical conductance. Using
Nernst’s formula (see Equation 1.1), the ionic currents can now be expressed by the ionic
conductances where V can be directly measured as displacement from the resting potential:

IN a(V , t ) = gN a(V , t ) · (V (t )−EN a
)
,

IK (V , t ) = gK (V , t ) · (V (t )−EK
)
,

Il (t ) = gl ·
(
V (t )−El

)
,

(3.3)

where

• IN a , IK , Il are the ionic currents of sodium, potassium, and leakage current,

• EN a , EK , El are the equilibrium potentials of sodium, potassium, and of the leakage
ions, which are assumed to be constant (measured in mV),

• gN a , gK is the sodium, respectively potassium conductance through the cell mem-
brane, which is dependent to time and membrane potential (measured in mS

cm2 ),

• gl is the leakage conductance through the cell membrane, assumed to be constant.

In the second, experimental part, Hodgkin and Huxley tried to simulate the potassium and
sodium conductances by other equations (3.4) to simplify the system for calculation. For this
purpose, they introduced a so-called gating variable of potassium conductance n, as well as
the gating variables of sodium conductance m and h. In the dynamic Equations 3.5, these
describe the actual flow rates through the membrane, with a maximum conductance ĝ of
the according ion.

IK (t ) = ĝK ·n(t )4 · (V (t )−Ek
)

IN a(t ) = ĝN a ·m(t )3 ·h(t ) · (V (t )−EN a
) (3.4)

To summarize, the Hodgkin-Huxley model was developed to predict the conditions that
describe how action potentials are initiated, including threshold and refractory periods. It is
able to reproduce the experimentally measured action potentials in a very precise way. The
model is a dynamic system of nonlinear differential equations with four time-dependent
state variables, described in the set of 3.5 and 3.6. The parameters of αn,m,h and βn,m,h

have been experimentally determined by Hodgkin and Huxley under specific conditions,

53



CHAPTER 3 MODELINGATRIOVENTRICULARDYNAMICS

to fit the data of the giant axon of the squid, depending on voltage V . For the practical ex-
periment, they used the voltage-clamp technique4 to measure the current through cellular
membranes. This technique uses two electrodes, which are intubated into a cell. One elec-
trode inserts sufficient current to the cell, so that the membrane potential is kept constant.
The other electrode serves to measure the ionic current through the membrane in relation
to an extracellular, indifferent electrode.

dn(t )

dt
=αn(V ) · (1−n(t )

)−βn(V ) ·n(t ),

dm(t )

dt
=αm(V ) · (1−m(t )

)−βm(V ) ·m(t ),

dh(t )

dt
=αh(V ) · (1−h(t )

)−βh(V ) ·h(t ),

(3.5)

Cm
dV (t )

dt
=ĝK ·n(t )4 · (Ek −V (t )

)+
ĝN a ·m(t )3 ·h(t ) · (EN a −V (t )

)+ gl ·
(
El −V (t )

)− Im(t ), (3.6)

where

• n(t ) is the potassium conductance gating variable, which is dimensionless and be-
tween 0 and 1,

• m(t ), h(t ) are sodium conductance gating variables, which are dimensionless and be-
tween 0 and 1,

• αn,m,h , βn,m,h are rate constants for each specific ion channel, depending on voltage
but not on time, with the dimension 1

ms

• ĝK , ĝN a is the maximum conductance of the according ion, measured in mS
cm2 .

This continuous time model was solved by Hodgkin and Huxley numerically. Because of
its complexity, there are many approaches to simplify the system, while trying to keep the
most important properties. One kind hereof, is the FitzHugh-Nagumo model, which is the
basis for one of the subsequently presented AV node models in Section 3.2.4.

3.2.2 NobleModel
Denis Noble further developed this model, also in an iterative, experimental modeling pro-
cess, from the action potential of a squid giant axon to a cardiac action potential and pace-
maker rhythm. The first fundamental difference of those two cell types is that the action
potential of a cardiac cell is considerably longer than the one of a nerve cell. Furthermore,
there are pacemaker regions with unstable resting potential, see Section 1.3. A further de-
scription of the ion movements and cardiac action potentials was also given in Section 1.4.

4The voltage-clamp technique was developed by Kenneth Cole in 1947.
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In the following, equations and certain parameters are stated, specified by Noble in [109].
The major difference lies in the potassium channels of cardiac cells, consisting of more than
one channel, which Noble demonstrated. He described a new inward rectifier IK 1 and a
delayed rectifier IK 2.5 Hence, the potassium current equations are different compared to the
Hodgkin-Huxley model, given by the sum of those two channels. With a fixed equilibrium
potential EK =−100mV follows:

IK (V , t ) = (
gK 1(V )+ gK 2(t )

) · (V +100), (3.7)

gK 1(V ) = 1.2 ·exp

(−V −90

50

)
+0.015 ·exp

(
V +90

60

)
, gK 2(t ) = 1.2 ·n(t )4, (3.8)

αn(V ) = 0.0001 · (−V −50)

exp
(−V −50

10

)−1
, βn(V ) = 0.002 ·exp

(−V −90

80

)
. (3.9)

The ionic current equations for sodium, however, are similar to the Equations 3.4 and 3.5.
Here, the equilibrium potential is set to EN a = 40mV, while the maximum conductance is
determined by ĝN a = 400 mS

cm2 . Additionally, a small component of gN a = 0.14 mS
cm2 was as-

sumed to be independent of V and t . For further information on this, see Noble’s publication
of 1962 [109]:

IN a(V , t ) = (
400 ·m(t )3 ·h(t )+0.14

) · (V −40), (3.10)

αm(V ) = 0.1 · (−V −48)

exp
(−V −48

15

)−1
, βm(V ) = 0.12 · (V +8)

exp
(V +8

5

)−1
, (3.11)

αh(V ) = 0.17 ·exp

(−V −90

20

)
, βh(V ) = 1

exp
(−V −42

10

)+1
. (3.12)

Finally, also the leakage current equation remains the same. At this, the variable of the
leakage conductance is specified by gl = 0.075 mS

cm2 , and the equilibrium potential is set to
El =−60mV:

Il (t ) = 0.075 · (V +60) . (3.13)

This enhanced model of Noble [109], correctly represented the role of the potassium chan-
nels for cardiac cells. It furthermore could predict several new phenomena, like the pace-
maker rhythm at about the right frequency. Nevertheless, the model missed the crucial cal-
cium channels, which weren’t demonstrated until 1967 by Harald Reuter [123]. We imple-
mented this specific equations of Denis Noble, including the four differential states and all
described parameters and variables. The solution is presented in Figure 3.2 in the discus-
sion of this section, when we also take a closer look at some of the negative aspects of these
models. But first, we continue with further improvements in cardiac cell modeling.

5The delayed rectifier actually consists of several components, which was discovered later.
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3.2.3 Ion Pumps, Exchangers, and CalciumDynamics
We want to depict two further publications, because of their very important improvements
in cardiac cell modeling. Compared to the first Noble or the Hodgkin-Huxley model, the
membrane current of later models often includes a more detailed ionic current flow. The
main difference lies in the additional calcium ion ingredient and the according interactions
of sodium-calcium Na+/Ca2+ exchanger, sodium-potassium Na+/K+ pump, as well as the
description of intracellular calcium signaling. The first model that took the importance of
all those dynamics into account, was given by DiFrancesco and Noble in 1985 [28]. Hilge-
mann and Noble further developed the calcium dynamics two years later in [55]. This model
includes ten different ion currents rather than three as the Hodgkin-Huxley model, and 16
first-order differential equations in total.

Ii on = I f + IK + IK 1 + Ito + Ib, N a + Ib, C a + Ip + IN aC a + IN a + Isi , (3.14)

where

• I f is a hyperpolarizing-activated current based on K+ and Na+ ions,

• IK is a time-dependent delayed rectifier of a K+ current,

• IK 1 is a time-independent background K+ current,

• Ito is a transient outward current, activated by Ca2+ ions and dependent on the extra-
cellular K+ concentration,

• Ib, N a is a background sodium current,

• Ib, C a is a voltage-dependent calcium current,

• Ip is the Na+/K+ exchange pump current, sometimes also referred to as IN aK ,

• IN aC a is the Na+/Ca2+ exchange current,

• IN a is the fast inward sodium current with the according gating variables m, h,

• Isi is the second inward current and its components that depend on Ca2+, K+, and
Na+ ions. It is controlled by two gating variables d, f, similar to the previous gating
formulations of Equation 3.5.

Furthermore, there is the intracellular concentration of sodium, potassium, and calcium
included in the model. An extensive description of all parameters and the according equa-
tions is given in [28]. We just want to mention the most important improvements, like
the sodium-potassium pump for example. This active pumping process uses the energy of
adenosine triphosphate (ATP), hence it acts against the prevalent electrochemical gradients,
to move three Na+ ions out of and two K+ ions into the cell. Additionally, the sodium-calcium
exchanger plays an important role in signal processing of cardiac cells. Here, the potential

56



MODELINGATRIOVENTRICULARDYNAMICS CHAPTER 3

Isi IN aC aIbC a

[Ca2+]i

Release SR

[Ca2+]r el

Uptake SR

[Ca2+]up

Itr

IupIr el

Figure 3.1:Mechanisms of the intracellular calcium ion movements from the DiFrancesco-
Noble model. They split the cell into components of uptake and release sarcoplas-
mic reticulum (SR), as well as cytosol. Calcium is transported by an energy con-
suming pump into an uptake store. Some of these ions are then transferred into
the release SR, respectively a release state. During an action potential, the actual
calcium release happens in turn due to an intracellular increase of calcium.

energy of the sodium gradient, due to the Na+/K+ pumping, is used for the calcium trans-
port against its gradient.6 It exchanges three Na+ ions for every Ca2+ ion, which results in an
inward current.

In consequence, this exchange process has in turn a big influence on the intracellular cal-
cium concentration. DiFrancesco and Noble also included those intracellular dynamics in
their model as well as the according concept that the sarcoplasmic reticulum (SR) is able to
store most of the calcium ions. They assumed that there are three intracellular components
of uptake SR, release SR, and cytosol7. A description of these components and the intracel-
lular dynamics is given in Figure 3.1. As mentioned earlier, there are loads of other types of
cardiac cell models. For more insight about the various types and the cardiac model devel-
opment, see Noble’s publications [110, 111, 112].

3.2.4 AVNodeModels
In 2009, Inada et al. presented the first and so far only cellular model which includes the ion
channel movements of the AV node. It is a one-dimensional multicellular model of a rabbit
heart, with the regions of the SA node, the right atrium as well as the AV node. Here, the AV
node is further split up into three regions of AN, N, and NH cells, for which the action poten-
tials were calculated. The basic composition of the model includes a fast and slow pathway
physiology for the AV node. It is built upon the structure and dynamics for cardiac cell mod-

6This process is called a secondary active transport as a result of the first active transport using ATP.
7Intracellular liquid.
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eling that have been presented in this chapter. The detailed equations can be explored in the
data supplements of their publication [60]. Interestingly, they were able to simulate AVNRT
behavior, as well as the according treatment procedures via ablation, and by the applica-
tion of antiarrhythmic agents. They were also capable of reproducing the effects of AFib on
the AV node tissue, via randomly applied stimulations on the atrial cells for which AV node
filtering could be observed. However, they described that the simulated tachycardias are
very sensitive against variations in refractory period or conduction velocity, which addition-
ally contributes to our conclusion in the discussion, later on. Besides, the full complexity of
the AV node structure could not be specified in the model. Nevertheless, this publication is
clearly an important improvement to built a complete cellular based model of the heart.

SimplifiedApproaches Derived FromCellularModels
There is a different strategy to model electrophysiological behavior. With fewer degrees of
freedom it is possible reduce the complexity of the cellular based models. First of all, the
FitzHugh-Nagumo model reduces the four-dimensional Hodgkin-Huxley model into a two-
dimensional system. Here, the idea was to separate excitation and propagation from the
electrochemical properties of sodium and potassium ion flow. The basic finding of FitzHugh
was that the gating variables have very different kinetics. On the one hand, the sodium gating
variable m, which converges very fast, is kept instantaneously in a steady-state. On the other
hand, the slow dynamics (h,n) are symmetric in their process, what can be used to eliminate
one variable. In the simplified system of the FitzHugh-Nagumo model, the fast dynamics are
described by a voltage-like variable v , representing excitability, and the slow variables that
correspond to a recovery variable w , representing refractoriness.

Podziemski et al. presented a simplified approach of the SA node, the right atrium, and
the AV node in 2013 [117]. Their aim was to develop a model that is able to simulate long
RR sequences of arrhythmias, like AVNRT, in real-time, including a slow and a fast anatomi-
cal pathway. Thus, they were able to reproduce the behavior of this tachycardia, and others,
which were obtained in the electrophysiology lab for comparison. The model is described on
a two-dimensional anatomical geometry, where only the required structures are simulated
in detail. The tissue areas were modeled with two geometries, a two-dimensional plane and
a cylindrical surface, composed of a 100 x 100 matrix of computational cells. The simplifi-
cations imply a representation in form of the FitzHugh-Nagumo model, see Equation 3.15,
which they used to describe the electrical activity in the atrial muscle tissue. For the SA and
AV node, Podziemski et al. used van der Pol-Duffing equations, which are given in Equation
3.16. In 2014, a similar model was formulated by Li in a three-dimensional, anatomically-
detailed model of the rabbit right atrium that contained the sinoatrial and atrioventricular
nodes [91].

dv(t )

dt
=α

(
v − 1

3
v3 −w

)
+∇(D∇v),

dw(t )

dt
=µ(v +β−γw),

(3.15)
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dv(t )

dt
= α

µ

(
v − 1

3
v3 −w

)
+∇(D∇v),

dw(t )

dt
= f

α
v(v +d)(v +e),

(3.16)

where

• v = v(x, y) is the activation variable corresponding to the action potential of the tissue
element located at (x, y),

• w = w(x, y) is the control variable in the tissue element at (x, y),

• α is the damping constant,

• µ determines the amplitude of oscillations,

• f enables to rescale the frequency without changing the structure of the phase of the
system,

• d ,e are parameters,

• ∇(D∇v) is the diffusion coupling term with D = D(x, y), which was inserted into the
van der Pol-Duffing model, so that the differential equation for v matches the corre-
sponding equation in the FitzHugh-Nagumo model.

So far, we considered the electrical excitation propagation through individual cells, or on
a micro-level scale. However, it is also possible to examine the conduction mechanisms on
a larger scale, but still derived from cellular models. This could mean, for example, that
parts of the heart tissue are averaged to cell compounds. An even larger scale is described
in the following section of the phenomenological models 3.3. One example is based on cel-
lular automata and presented by Small in [136]. This approach is a simplification of cardiac
dynamics applied on cell compounds, which are used to represent the propagation of excita-
tion of cardiac tissue. It can be implemented in a setting of two-dimensional, homogeneous
cells. Here, wave propagation patterns depend on probabilities of excitation by neighboring
cells. This cellular automaton describes various simulations of regular cardiac dynamics, in
regular tachycardia, and in atrial fibrillation.

Another category, based on a simplified description of the cellular processes, are bidomain
models. These are models, for which at every point in the two domains of intracellular and
extracellular space, electrical potentials are defined separately. The intracellular and extra-
cellular space have unequal anisotropy ratios, which means “they have a different electrical
conductivity in the direction parallel to the myocardial fibers than in the direction perpen-
dicular to them”8. Bidomain models are able to accurately model extracellular stimulation,
even though they are a huge simplification, compared to the complex micro scale models.
Nevertheless, these models are still computationally expensive. Potse et al. described in their
publication, that it took two days on 32 processors to simulate one complete cardiac cycle in

8From “Scholarpedia”, by Bradley J. Roth, 2008 [124]. Licensed under Creative Commons Attribution NonCommer-
cial ShareAlike 3.0 Unported License.
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sinus rhythm [118]. For a more detailed view on bidomain models see [150]. There is a fur-
ther simplification in so-called monodomain models, to gain higher computational speed.
Here, equal anisotropy ratios for the intra- and extracellular domains are assumed, although
that removes the physiological foundation. It can be seen as a heuristic approximation of the
bidomain model to get a faster solution. It is also used to improve numerical efficiency for
the bidomain model [45].

3.2.5 Discussion
At first sight, it is probably the most intuitive way in modeling of aiming for the best pos-
sible accuracy, to receive the desired result in return. As discussed in the beginning of this
chapter, however, this statement is not always true. In the end, the question is whether it is
reasonable to use one of the presented methods to describe the AV node characteristics, and
especially to solve the problem of discriminating AFlut from AFib. Actually, there are also
some downsides in the first principle approaches. According to Noble’s review [112], there is
still only one detailed cellular model of the atrioventricular node, which is not human but of
rabbit cells. Despite the high accuracy of this approach of Inada et al., the AV node character-
istics are not entirely investigated so far. Moreover, the complexity of ion channel dynamics
is extraordinary high and can often only be applied under specific simulation and compu-
tation environments. In consequence, these models are very sensitive against parameter
variations.

In order to take a closer look at the first principle approaches, we implemented the first
Noble model of 1962, to illustrate the action potential of a basic cardiac cell. In Figure 3.2,
the four time time-dependent state variables of these equations are described. The figures
contain the differential state functions with the original parameters as well as the same func-
tions with one modified parameter. This model is much less complex than the later devel-
oped ones including the complete calcium dynamics. But even with a slight variation of
only a single parameter, the solution drastically changes. Building on this, the many differ-
ent components of the cardiac conduction system, even down to the level of ion channels
and dynamics, vary from patient to patient [50, 141]. Because of the high degree of detail of
first principle models and in consequence a necessary patient specific modeling, in clinical
day-to-day practice this approach would be very impractical or even impossible to use at
present.

Another way of realization could be better, namely to use simplified models. However,
similar problems appear in bidomain models, even though they are less complex than cel-
lular based models. In other approaches like Podziemski or Li, there is still some work to
do, to proof that those models are able to reproduce most of the dynamics of the human
atrioventricular node. Especially to simulate the various kinds of electrical activity during
arrhythmias is still highly difficult. Again, the patient specific parameters cause trouble in
the fast clinical workday. Despite the obvious complexity of the first principle systems, how-
ever, one can see that the time shift is very regular in all states of Figure 3.2. Additionally
applies that the interest in an particular action potential, a gating variable, or the very de-
tails of the membrane potential, is not a crucial factor in our specific application. Now, if
only the basic conduction behavior in the AV node is of interest, we can probably simplify

60



MODELINGATRIOVENTRICULARDYNAMICS CHAPTER 3

V [mV]

0 2000 4000

t [ms]

−80

−20

40

a) Membrane potential V .

n

Noble1962 parameter
One modified parameter

0 2000 4000

t [ms]

0

0.5

1

b) Potassium conductance gating variable n.

h

0 2000 4000

t [ms]

0

0.5

1

c) Sodium conductance gating variable h.

m

0 2000 4000

t [ms]

0

0.5

1

d) Sodium conductance gating variable m.

Figure 3.2: Impact of parameter ĝN a on the solution of Noble Equation 3.5 and 3.6. In each
plot, the cellular dynamics are described, time-dependent on membrane poten-
tial or the specific gating variable. Compare also the similarities of these simulated
action potentials to the action potential described in Figure 1.6 in Chapter 1.
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some things drastically. In conclusion, there is the possibility to focus on a different kind of
modeling approach, or more precisely, to take a look at phenomenological models of the AV
junction.

3.3 PhenomenologicalModels of the AV Junction
So far, we overviewed several methods of modeling in this chapter. For the prevalent prob-
lem, however, they all have some weaknesses. Statistical methods have limitations especially
when there is not sufficient data available to compare, or the data is not accurate enough. If
there is too little known about the underlying processes, or it gets too complex to create a
first principle model, it is probably not the best approach as well. Another method from a
different point of view is to create a model based on the phenomenological observations.
Such a phenomenological model might be a better way to solve this challenge. Thus, we now
present different mathematical models based on the insights we gained about the human
heart in Chapter 1, and above all, based on the AV node characteristics presented in detail in
Chapter 2.

We start with a specifically designed model for the classical AV block of type I and type II,
including the advanced second-degree AV block. This is followed by various approaches
from literature to predict the electrical conduction phenomena by an AV nodal recovery
curve. Finally, the combined multilevel model is defined based on the newly developed con-
cept of Section 2.4. Of course, those approaches are also considered in an application later
on and validated in Section 5.3 of the numerical results. But first of all, we specify the prob-
lem formulation of a general phenomenological model in Definition 3.1. In the following
sections, the exact conduction process is then mathematically specified in detail, for each
approach accordingly.

Definition 3.1 (Phenomenological AV Block Model)
Let T := [t0, t f ]∩N be the time horizon of the analyzed ECG sector, a finite subset of all atrial
excitations A = {Ai ∈ T | 1 ≤ i ≤ m} with m elements, and V = {V j ∈ T | 1 ≤ j ≤ n} a finite
subset of ventricular excitations with n elements. Then, a basic phenomenological model of
the AV node is defined by the mapping of function

f :A→V , Ai 7→V j , Ai <V j . (3.17)

Furthermore, there is a subset B ⊂A defined, including all non-conducted or blocked atrial
elements with |B| = n −m. 4

For the sets of atrial and ventricular excitations A, V obviously applies that the number of
elements is n ≤ m. In the case of m = n, all atrial signals are conducted to the ventricles and
no AV block is prevalent at all. Additionally, f is injective but not surjective in general, only
in the case of m = n. All time points measured in the ECG or applied in the AV conduction
models are defined to be integers in a degree of accuracy in milliseconds. Due to this reason,
all time points or intervals are subsets ofN.
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3.3.1 Classical AVBlock TypeModels
In this section, we create two different models which are both able to describe the AV signal
conduction in a type II block, an advanced second-degree AV block, as well as a 3 : 2 type I
block. Furthermore, the square root model is capable of reproducing a typical type I block,
while the linear model, on the other hand, can additionally display an atypical type I block.
In conclusion, this section is completely build upon the classical AV block type definitions
made in Chapter 2.2 and the two models are able to describe all possible kinds hereof. An
overview about the used variables and the according specifications is given in Table 3.1. The
following Definition 3.2 further specifies the basic conduction concept of the two types of
classical AV Block models.

Definition 3.2 (Classical AV Block Model)
Let C ⊂N be the set of all signal conduction time intervals and f a phenomenological model
function. The conduction for all kinds of classical AV block models can be described by

f (Ai ) = Ai +α+∆k (3.18)

with a fixed, patient specific conduction constant α ∈ C and the conduction increment ∆k ∈ C
that depends on the number of conducted signals k = 1,2,3, . . . within one block cycle. For an
atrial signal to conduct shall further apply

Ai >V j−1, i , j > 1, (3.19)

where the last conducted signal is assumed to be V j−1 = f (Ai−1). This is equivalent to the
codomain definition of

V = {V j ∈ T |V j = Ai +α+∆k , i ≥ j , Ai >V j−1 or i = 1}. 4

In Equation 3.18,α is the regular signal conduction interval in sinus rhythm, which is always
prevalent. ∆k can be seen as the additional part that arises only for the varying conduction
interval during fast atrial rhythm and leads to AV blocks. Both parameters can be regarded
as patient specific constants. In addition to the signal conduction of Equation 3.18, the in-
equality 3.19 determines whether a signal is being conducted or blocked. As one can see, this
depends on the previously conducted signal, which in turn is dependent on the atrial input
interval and the conduction parameters. A signal is conducted, as long as the inequality 3.19
is true. Otherwise the incoming signal is blocked and in consequence k is reset. The first
incoming signal A1, is defined to be conducted under any given conditions. As this basic
principle is very important, we want to explain it more precisely.

One can imagine, if an atrial signal reaches the AV cell or cell compound while the previ-
ous signal is still being processed, the cell is definitely in a refractory state. Of course, the
refractory time doesn’t have to be exactly defined by the constraint of 3.19 and most likely
will vary from patient to patient. But, with this constraint we are able to realistically describe
the electrophysiological process of refractoriness in a cell, without introducing an additional
parameter for this phenomenon. Besides, all classical block type patterns that are found in
literature, including advanced second-degree AV block with more than one blocked signals,
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Variable Specification Description

Sets
T T := [t0, t f ] ⊂N Time horizon of the analyzed ECG sector
A A⊂ T Time points of all atrial excitations
B B ⊂A Time points of all blocked atrial excitations
C c ∈ C ⊂N All possible AV conduction time intervals 9

V V ⊂ T Time points of all ventricular excitations
Indices

i 1 ≤ i ≤ m Index counter per incoming signal
j 1 ≤ j ≤ n Index counter per conducted signal
k k = 1,2,3, . . . Conducted signal counter within one block cycle

Input Data
m m ∈N Number of incoming signals
Ai Ai ∈A Time point of the i th atrial input signal
α α ∈ C Regular signal conduction time interval
∆k ∆k ∈ C Varying conduction increment depending on k

Output Data
n n ∈N Number of conducted signals

V j V j ∈V Time point of the j th conducted ventricular signal

Table 3.1:Basic variables and descriptions for a classical AV block type model of the signal
conduction between atria and ventricles for one AV block level.

can be displayed by it.
This can be demonstrated at a quick example of an atrial flutter patient with very fast and

regular atrial excitations. For this purpose, let’s assume that the fast atrial rhythm leads to a
basic type II block, which means no varying conduction increment. In this case, the conduc-
tion constant α is able to solely represent the signal conduction time through the AV node,
while the corresponding increment can be set to zero ∆k = 0 ∀ k. Now, if the atrial excita-
tion rate is faster (hence smaller) than the signal conduction interval Ai − Ai−1 < α, which
is equivalent to Ai < V j−1 = Ai−1 +α, the cells are obviously not ready to get excited again
and the signal is blocked. If the atrial excitation interval is at least twice as fast as the input
interval, two signals get blocked, and so on. This process accordingly works for the other
block types, taking ∆k into account.

Square RootModel
The characteristics for the typical type I block, defined by Wenckebach, were specified in
Section 2.2.1. As conditions, it is sufficient to use the first two of the four characteristics, be-
cause the other two are logically redundant. These are a progressive lengthening of the PR

9Unless stated otherwise, we use the term interval as time interval or duration throughout the whole dissertation
and not in the context of a mathematical interval.
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interval, as well as a progressive decrease in the RR intervals. To describe these signal con-
duction specifications, we use a square root function depending on k for the part of ∆k . In
particular, we define the parameter ∆k := 2

p
k ·∆ because it is a good fit for the typical type I

block, which can also be seen in the numerical results in Chapter 5. Of course, other param-
eter specification are possible here, as long as they satisfy the characteristics of Wenckebach.
The following Equation 3.20 describes the complete square root model, which is based on
the specifications of the phenomenological as well as the classical AV block model Defini-
tion 3.1 and 3.2:

f sq(Ai ) = Ai +α+2
p

k ·∆, α, ∆ ∈ C, k = 1,2,3, . . . . (3.20)

LinearModel
For the atypical type I block, also illustrated in Section 2.2.1, there are no clear definitions but
only some specifications we can rely on. Due to the fact that there are several characteristics,
which highly vary in their kind, it is not possible to fulfill all at once. Therefore, the idea is
to create a simple, linear model which satisfies a compromise of those specifications. In
Equation 3.21, the particular model is shown with a continuous increment for ∆k := k ·∆,
growing linear at every conducted beat k within one block cycle:

f lin(Ai ) = Ai +α+k ·∆, α, ∆ ∈ C, k = 1,2,3, . . . . (3.21)

Discussion
The complete mathematical model is described for the linear case in Algorithm 3.1. Of
course, this model can easily be transferred to a typical type I conduction model, by replac-
ing the linear with the square root model equation, see Appendix A.

Algorithm 3.1:

Input: m incoming signals Ai , conduction constant α, conduction increment ∆
Output: n conducted signal time points V j

begin
V1 = A1 +α
k = 1
j = 2
for i = 2 to m do

if Ai >V j−1 then /* Signal can be processed */

V j = Ai +α+k ·∆
j = j +1
k = k +1

else /* Signal can not be processed */

k = 0

n = j −1
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For both classical AV block models, the decision whether a signal is being conducted or
blocked is defined by the constraint of Equation 3.19, even though it implies a different signal
conduction type. On the one hand, the classical AV block model is able to depict all basic
kinds of second-degree AV blocks with just two similar approaches that were describe in
Section 2.2. Furthermore, this model is quite simple, which could also be a big advantage
in implementation or computing time. On the downside, the model is inflexible to changes
from one to another block cycle within one ECG sector T . For example, the transition from a
4 : 3 to a 3 : 2 block, without changing the atrial input rate or the patient specific parameters
α or ∆k . Besides, the model only describes one AV block level so far. A closer examination
about the behavior of the classical model in application, is given in Section 5.3.

3.3.2 AVNodal Recovery CurveModels
Another way to predict the complex behavior of the AV node, was presented by Shrier et al. in
1987 [132]. They tried to reproduce clinically measured conduction phenomena in the heart
with an atrioventricular nodal recovery curve. This idea goes way back to 1926, when Lewis
and Master demonstrated that the Q-P interval could be used as an indicator for the recover
phenomenon of the AV nodal tissue [88]. Besides, Talajic et al. presented a unified model of
atrioventricular nodal conduction that predicts dynamic changes in Wenckebach periodicity
in 1991 [143], based on the Shrier model. Recently, further recovery curve models have been
published, which are also briefly outlined in this section. Now at first, the recovery time
interval is defined as follows:

Definition 3.3 (Recovery Time Interval)
Let R ⊂ T be set of all AV nodal recovery intervals. Then V A j−1 ∈R is the recovery interval
from the preceding conducted beat with

V A j−1 :=
p∑

l=1
A Al j−1 − AV j−1, j ∈ [2,m], (3.22)

where AV j−1 ∈ C is the conduction interval of the previously conducted beat and the atrial

intervals A Al j−1 ∈A are summed up from this last conducted beat. Furthermore applies that
p ∈N is the first signal

V A j−1 > θ, (3.23)

for which the recovery interval exceeds the refractory period θ ∈ C. 4

In other words, (p −1) represents the number of blocked atrial beats and θ determines the
minimum recovery interval V A that allows a signal conduction. Using these specifications,
we can now describe the recovery curve model in Definition 3.4. This problem formulation
shows that an increase of the recovery time V A j−1 comes along with an exponential decrease
of the conduction time AV j .
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Variable Specification Description

Sets
T t ∈ T ⊂N Set of all possible time intervals
A A A ∈A⊂ T Set of all atrial cycle length time intervals
R r ∈R⊂ T Set of all AV nodal recovery time intervals

Indices
l 1 ≤ l ≤ p Index counter from the last conducted beat

p −1 p ∈N Number of blocked beats during recovery
Input Data

A Al j−1 A Al j−1 ∈A Atrial time intervals from the last conducted beat

V A j−1 V A j−1 ∈R Recovery interval from preceding conducted beat
θ θ ∈ C Absolute refractory period
α α ∈ C Min. AV conduction interval after full recovery
∆ ∆ ∈N Conduction increment or fatigue parameter

β, β̂, δ β, β̂, δ ∈N Facilitation parameters10

τrec, τfat, τfac τrec,τfat,τfac ∈N Recovery, fatigue, and facilitation time constant
Output Data

AV j AV j ∈ C AV conduction interval at the j th conducted beat

Table 3.2:Additional variables and descriptions for a recovery curve model of the signal con-
duction time in the AV node.

Definition 3.4 (Recovery Curve Model)
The AV nodal recovery curve g :R→ C is described by an exponential function of the preceding
recovery interval

g (V A j−1) = AV j =α+ β̂ ·exp

(−V A j−1

τrec

)
, (3.24)

with the patient dependent constants of a fixed regular conduction interval α ∈ C, a recovery
parameter β̂ ∈N, and a specific recovery time constant τrec ∈N. 4

The problem specification of the recovery curve model is, at first sight, build up on a differ-
ent idea compared to the classical model. The function describes the AV nodal conduction
time directly dependent on the preceding recovery interval, rather than the ventricular signal
time dependent on the atrial input. Furthermore can be noted, that here the blocked beats
are counted in contrast to the conducted beats as in the classical approach. Both models,
however, use a similar approach of the refractory period described by an inequality con-
straint. In the recovery curve model, the refractory period θ ∈ C is directly defined and de-
termines whether a signal is conducted or blocked. In the classical model, this decision is
indirectly specified and depends on the following atrial input signal.

10In case of both Shrier models, β̂ can be seen as patient specific recovery parameter.
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ShrierModel
In particular, Shrier et al. built an iterative setting where they intracardially measured His (H)
bundle deflections of periodic atrial pacing stimulation (S) and this way determined the AV
conduction time (SH) as well as the recovery time (HS). For the sake of continuity and sim-
plification, we restate some of the variables used by Shrier et al. Additionally applies in our
case that the atrial signal A is not necessarily regular, because we do not only consider pac-
ing induced examples. Furthermore, the ventricular symbol V stands for the His deflection,
respectively the output signal of the AV node. Accordingly, AV is the conduction time while
V A denotes the recovery time. All new variables that are used in this section, or previously
defined variables, which imply a similar specification as before, are listed in Table 3.2. For
example, the minimum AV conduction time after full recovery of the according cells can be
described by the conduction constant α. This also equals the basic conduction time of a
signal at all block types or in sinus rhythm, as defined in Section 2.2.

In their specific description of the AV nodal recovery curve model, they used two different
exponential functions to fit the obtained data for various patients. The first model function is
exactly given by the basic recovery curve model of Equation 3.24, the second one is illustrated
in Equation 3.25. As mentioned earlier, we modified the parameter notation of the original
model to adjust them to the previous definitions as well as to the Talajic model.

AV j =α+ β̂ ·exp

(−V A j−1

τrec

)
+∆ ·exp

(−V A j−1

τfat

)
(3.25)

The additional exponential term, which was added in this equation, can be seen as respon-
sible for the fatigue of the AV node, as Talajic et al. described in their publication.11 Also, the
corresponding constant given by ∆, can be seen as a part of the conduction increment, see
the following section for further information.

TalajicModel
Talajic et al. mentioned, that they presented the first AV model where time-dependent pro-
cesses other than recovery came into account. They included more stimulation history to the
recovery curve model based on three concrete assumptions that are described as follows:

AV j =α+β ·exp

(−V A j−1

τrec

)
+∆ j , (3.26)

∆ j =∆ j−1 ·exp

(−A A j−1

τfat

)
+∆ ·exp

(−V A j−1

τfat

)
, (3.27)

β= β̂−δ ·exp

(−A Al j−2

τfac

)
. (3.28)

At first, there is the basic, time-dependent recovery, given in the first exponential term in
Equation 3.26. Secondly, there is a fatigue of the AV node described in the second exponen-
tial term in combination with ∆ j . It is caused by a response of a continuous, high-frequency

11Shrier et al. missed a more detailed description of the purpose of some patient dependent constants.
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activation leading to a slowing conduction and modeled by Equation 3.27. Thirdly, they
showed an effect of short cycles to advance recovery, called facilitation, which is described
by β in Equation 3.28.12

The amount of conduction slowing caused by fatigue is added at each AV nodal activation
and can be seen as equivalent to the conduction increment of the classical model. However,
this increment is not directly depending on a conducted signal counter k as before, but on
the previous atrial as well as the recovery interval. Additionally, every atrial signal, not only
the conducted ones, counts as contribution to the fatigue increment ∆ j . The facilitation
parameter β, on the other hand, supports the recovery process. While in the Shrier model
this parameter is just predefined as a constant, here comes an equation into account. The
longer the incoming intervals from the second last to the last conducted beat is, the more
it approaches the maximum facilitation constant β̂. For this equation needs to be noted,
that Talajic et al. only considered conducted signals as incoming intervals, which is in fact
a misleading description for this variable. We defined this parameter as A Al j−2 according to
Definition 3.3. The variables of τrec, τfat, and τfac denote the patient specific recovery time
constant, the fatigue time constant, and the facilitation time constant, respectively.

Discussion
The groundwork for most recovery curve approaches was provided by the publication of
Shrier et al., who presented interesting results at various patients. They computed the ac-
cording pacing frequency using the AV nodal recovery curve and only some measurable pa-
tient specific constants. They also showed the conduction pattern migrates from 6 : 5 type I
to a 2 : 1 block in one patient, depending on the atrial cycle length. The complete recovery
curve model in the simplest version of Shrier et al. is described in Algorithm 3.2. To get a
comparable model, we modified the image function to a phenomenological AV block model
f : A → V , as in Definition 3.1. Again, this model can be transferred to the second Shrier
version including two exponential parts, which is also displayed in Appendix A.

Basically, the recovery curve models are able to describe several phenomena of the AV
node conduction. However, Shrier only analyzed the block pattern of type I to a 2 : 1 block
pattern and is missing other conduction phenomena, as Castellanos et al. remarked [18].
A few years later, Talajic et al. illustrated some other weaknesses of this model in terms of
the strong dependency of the recovery curve due to the pacing rate. Furthermore, Talajic
noted the missing explanation for a varying block pattern during constant rate atrial pacing
[143]. The extension of Talajic thus added detailed behavior of the AV conduction that can be
observed. In 2002, Jorgensen et al. used statistical methods to receive more accurate param-
eters for the recovery curve model Equation 3.24, but in atrial fibrillation and atrial flutter
[65]. Their work was based on ventricular as well as intracardially measured atrial activity. In
a retrospective study, they analyzed AV dynamics like nodal recovery or dual pathway phe-
nomenon in AFib and AFlut, at various atrial cycle lengths. A further and very interesting
discovery of this publication was the instability of AV conduction pattern at high atrial rates
and accordingly at multiple block levels. This instability or changes in block pattern can be
seen in most of the AFlut examples where no typical sawtooth pattern is prevalent. These

12Again, it should be noted that the used variables and equations are adapted from the original model.
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findings are confirmed by our data set of regular atrial tachycardias and the according solu-
tions in Chapter 5.

It seems, that compared to the classical models, more conduction phenomena might be
reproduced by the recovery curve approach. Nevertheless, it still needs to be determined
more precisely which kinds of second-degree AV blocks can be described in practice by the
AV nodal recovery curve models. Hence, we implemented both Shrier models in our software
package and tested it at various ECG examples from our data set. The results are shown and
further analyzed in Section 5.3.2. The Talajic model was not implemented, because the find-
ings of Masè et al. showed that “the impact of fatigue and facilitation decreases at increasing
levels of block” and that especially in atrial flutter this effect should be limited [98]. Finally is
to mention, that this approach is kind of an alternative concept to the multilevel idea. Here,
advanced second-degree AV blocks are described as several blocked beats on one level rather
than one blocked beat on multiple levels. However, it should be noted that neither in the
primary versions of Shrier and Talajic, nor in the dual pathway approach of Masè et al., are
able to describe all complex ventricular excitation pattern without changing the atrial cycle
length [18, 98].

Algorithm 3.2:

Input: m incoming signals Ai , conduction constant α, refractory time θ, patient
dependent constants β̂, τrec, AV conduction interval at the first beat AV1

Output: n conducted signal time points V j

begin
V1 = A1 + AV1

V A1 =−AV1

j = 2
A Al = 0
for i = 2 to m do

A Al = A Al + A A j−1

if A Al +V A j−1 > θ then /* Signal can be processed */

AV j =α+ β̂ ·exp
(−V A j−1

τrec

)
V j = Ai + AV j

V A j =−AV j

j = j +1
A Al = 0

else /* Signal can not be processed */

V A j−1 =V A j−1 + (Ai − Ai−1)

n = j −1

3.3.3 CombinedMultilevelModel
The main idea of the combined multilevel approach is to use the advantages of the mod-
els that have been discussed so far, and extend it to multiple block levels. So first of all, we
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Variable Specification Description

Sets
AV I AV I

j ∈AV I ⊂ T Set of conducted signals on 1st AV block level

AV II AV II
j ∈AV II ⊂ T Set of conducted signals on 2nd AV block level

Input Data
mII mII = nI Number of input signals on 2nd block level

equals number of output signals on 1st level
AV II

i AV II
i = AV I

j Time point of i th input signal on 2nd block level

equals j th output signal on 1st level
Output Data

nII nII = mIII Number of conducted signals on 2nd block level
equals number of output signals on 3rd level

AV II
j AV II

j = AV III
i Time point of j th conducted signal on 2nd level

equals i th input signal on 3rd block level

Table 3.3:Basic variables and definitions for the combined multilevel model, describing the
signal conduction between atria and ventricles for multiple AV block levels. Here,
the input and output variables for the second block level are given. A further ex-
planation of the various block level symbols is given in the text.

expand the basic phenomenological model to several block levels with the following Defini-
tion 3.5.

Definition 3.5 (Multilevel Model)
Let f , g , h be phenomenological model functions, where every function describes a different
AV block level with AV I

j ∈AV I ⊂ T , AV II
j ∈AV II ⊂ T , and the mapping functions:

h : A→AV I, g : AV I →AV II, and f : AV II →V . (3.29)

The composition of f ◦g ◦h then defines a multilevel model of successively combined AV block
levels. 4

Including the physiological background described in Section 2.3, we define three possible
block levels that can be active at the same time. In Table 3.3, the input and output variables
for such a multilevel model and in specific for the second block level are given. All variables
and specifications for the other levels follow with the according level symbol I, II, or III. In
general applies, that the input for the first block level is still given by the set of all atrial exci-
tations A, which in conclusion means that Ai ≡ AV I

i . On the other hand, the output on the
last active block level can assumed to be equivalent to the ventricular excitations. For the
sake of simplicity, these are described by the according symbol V j ∈V instead of an AV block
level sign. Furthermore applies, that a level is usually neglected if the block level is inactive,
respectively if there is a 1 : 1 conduction on the total time horizon T .
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So far, this was the definition of the multiple levels, now we have a closer look at the con-
crete conduction mechanism on each block level. As seen in Chapter 2, a unified hypothesis
for the conduction of the second-degree AV block makes probably more sense physiolog-
ically than two completely distinct blocking type mechanisms. Furthermore, conduction
pattern sometimes occur with little changes in the conduction ratio from one block cycle to
the next one, but within one block level. This was also described in the publications, pre-
sented in Section 2.3, especially in the considered cases of very fast atrial intervals. A further
proof of this alternating phenomenon is viewed at several real life ECG examples of patients
with cardiac arrhythmia in Section 5.4. These changes in the conduction pattern are not
completely regular but can develop from 6 : 5 to 3 : 2 over several steps for example. The
effects sometimes appear slightly random considering only a short window of a couple of
block cycles, which is existent in a common ECG strip. In fact however, they do follow cer-
tain rules of AV block characteristics. The medical reasons for these effects can be manifold
which we already discussed previously. This would be for example fatigue or recovery of the
AV node, just like causes by medicinal treatment. On the other hand, there might come some
further patient dependent factors into play.

The concepts of the classical or the recovery curve approach are able to describe some of
the conduction types for individual patients. However, to cover all these effects in a way sim-
ilar to the so far presented phenomenological models can cause problems, as can be seen
in the validation of these approaches in Section 5.3. This becomes particularly obvious in
the considered cases including a short time window of about 15 to 30 RR intervals. Taken to-
gether, for a patient independent model that can describe all possible kinds of AV blocks, it
is perhaps just not the best idea, or could be in fact impossible, to create a model in the kind
of the other phenomenological ones. But including the illustrated medical knowledge it is
probably a better approach to create an algorithmic solution for this problem. Hence, we de-
cided to use the mechanisms of the phenomenological models for the AV block conduction,
but extend these by algorithmic tools to get a complete and especially patient independent
mathematical model for second-degree AV blocks. The concrete model is illustrated in the
following Chapter Algorithms & Implementation in Section 4.2.4.
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Chapter 4
Algorithms & Implementation
Many of the modern ECG devices provide algorithms to support physicians in finding the
correct diagnosis for a certain disease. For some heart diseases this works pretty well, but
as previously described, the differentiation of AFlut from AFib is in many cases hindered
by several factors. Bogun et al. report a misdiagnosis of AFlut as AFib in 35% (382 of 1085
patients) of clinically applied algorithms [14]. Our claim is however, to implement an algo-
rithm that is not only able to identify the underlying AV block type but also to compute the
actual cycle length activation in cases of a regular atrial rate. For this purpose, we use the
phenomenological models of the AV node, described in Section 3.3, in combination with a
newly developed algorithm. This combination of mathematical and algorithmic approach
also considers the electrophysiological mechanism of the MAVB phenomenon. It is imple-
mented in the HEAT software package, which is able find the correct diagnosis, solely based
on a few RR intervals and within real-time. The complete software as well as the individual
components are explained in detail in the second part of this chapter.

From the raw ECG signal to the correct diagnosis, however, several steps are necessary at
first. Hence, we start with a glance at some signal processing methods that can be used for
example to filter the ECG signal and detect R waves. Three of the most established ECG inter-
pretation algorithms are also analyzed which all base on signal processing methods. Then,
two specific publication examples are further examined that describe this kind of approach
for the discrimination of AFlut from AFib. Finally, the advantages and drawbacks of these
methods are discussed, while we also compare the various algorithmic approaches against
each other, as regards diagnostic skills and necessary input data.

4.1 Signal ProcessingMethods for ECGAnalysis
The basic idea of signal processing, to transform time dependent signals into a frequency
domain, is a common approach in the ECG analysis. There are different time points in this
analysis procedure, where signal processing is used within ECG devices. The first step is
usually a preprocessing to filter the signals against noise. Then, there are various kinds of ap-
proaches to detect specific parts of the ECG signal which were shown in detail in Figure 1.9.
These could be for example, QRS complex or P waves detection. Besides, there is wave form
analysis or measurement of distances between these parts for a further interpretation.

In the following sections can be seen that signal processing methods work quite well, or are
even necessary, for some parts of the ECG analysis process while in other parts these meth-
ods are more error-prone. One of the biggest problems is their vulnerability for so-called
ECG artifacts. These are electrocardiographic measurements that do not arise in the heart,
but are generated through internal or external influence. These artifacts could be caused by
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poor electrode contact, electrical noise due to patients movement, or else. Unfortunately, ar-
tifacts are a rather common phenomenon especially in patients having cardiac arrhythmia.
This fact could explain the trouble to use these methods to discriminate regular supraven-
tricular tachycardias like AFlut from AFib. We now give a short introduction in ECG filtering
methods as well as R wave detection that we also implemented in our software package.

4.1.1 Filtering ECG Signals and RWaveDetection
There are many different signal processing methods used in the field of ECG processing. In
our software package this is used solely as a data acquisition method but not for the specific
discrimination algorithm like in other algorithms, see Section 4.1.2. Hence, we just want to
give a short overview about the topic. As mentioned above, there can be unwanted objects
in the ECG signal like artifacts. In any case, even if there are no larger artifacts, there is al-
ways some kind of noise in the signal due to the nature of the recording method. Therefore,
the ECG signal processing usually starts with some kind of filtering. The tricky thing about
filtering is, however, that it probably not only removes e.g. muscle noise but also attenuates
the actual signal we want to analyze due to the same frequencies. Thus, there are different
kinds of filters used to get the desired signal as good as possible.

The low pass filter removes the higher frequencies from the signal which can arise from ex-
ternal sources for example. This filter also affects the profile of the QRS complex as a higher
frequency signal. To block the lower frequencies on the other hand, a so-called high pass
filter is used. Here, mainly common muscle generated waveforms are removed or the direct
current offset caused by the electrode contact on the skin. In this context, problems can oc-
cur because the P wave is often in the range of these lower frequencies. This is especially
the case in supraventricular tachycardias as described in Section 2.1. Furthermore, another
common technique is the notch filter. This is a kind of mixture between the two others where
a specific range of frequency can be adjusted. This technique is used in the Glasgow Algo-
rithm for example, described in the following section. [38, 162]

After filtering the ECG signals, the first thing to do is always to find the QRS complex which
is the most prominent and readable part of the ECG curve. There are several techniques
to get this specific sector of the recording. Either of these methods is based on one of the
various signal processing tools like short-time Fourier transform (STFT) or wavelets. There
is much literature on this topic therefore we only want to refer to it at this point [1, 69, 90].

Another approach which we like to have a closer look at, is the template matching tech-
nique of the sliding window. Here, at first a template of the QRS complex is constructed.
The basic idea is then to compare this template as a “sliding window” successively to the
ECG signal and seek for matches. Therefore, one can use a function to find the difference or
correlation between the template and ECG signal with a certain minimum threshold [136].
In the GE Marquette 12SL Algorithm illustrated in the following section, this method is im-
plemented with the additional adjustment of the template at every recognized QRS complex.
On the other hand, one can also use the first and second derivative of the ECG signal, instead
of a template, because of the large slope at the beginning of the QRS signal. This method is
used in the R wave detection of our algorithm as presented in Section 4.2.2, as well as applied
in existing medical devices [122].
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4.1.2 Established ECG Interpretation Algorithms
There are various interpretation algorithms implemented in ECG devices, which are gener-
ally based on signal processing methods. In this section, we present three different of these
ECG algorithms that belong to the most popular ones. We have a closer look at their spe-
cific methods and skills, which are in total more extensive than the discrimination of AFlut
and AFib. In the end of this section, we are then able to compare these various skills, in other
words we are able to analyze the essential differences between our algorithm and the existing
ones.

GEMarquette 12SL Algorithm
The Marquette 12SL algorithm was according to their physicians guide “the first commer-
cially available ECG program to analyze all 12 leads” and embedded into a computerized
electrocardiograph in the early 1980s [53]. The following algorithm details are mainly re-
ceived out of this documentation. The ECG data is simultaneously acquired by a 12-lead
ECG with a sampling rate of 500 Hz, which equates a value at every 0.05 mm on an ECG with
a paper speed of 25 mm

s . At first, probable pacemaker artifacts are removed, because these
could be mistaken for a QRS complex due to a large amplitude. Secondly, it measures spe-
cific ECG data like QRS detection, ventricular rate calculation, P wave detection, and else.
Here, we focus on the QRS detection, because all other measurements and diagnosis steps
are based on it.

A filter attenuates high and low frequencies to get a better look at the QRS complexes,
which are usually displayed in the mid-band frequencies. The output of this filter of all 12
leads is summed up. If a certain threshold is crossed in this final signal, a QRS complex is
considered to be detected. After a QRS complex is found the detection is blocked for 200 ms
to avoid the misdetection of a T wave. Additionally, the GE Marquette uses a template match-
ing detector. With the first QRS complex detected by the threshold algorithm, a template is
made for each lead. This template is slid along the signal to recognize similar wave forms.
If the threshold algorithm detects something, but the template does not match, a different
beat type is assumed and a new template is stored for further beat analysis.

The diagnosis of the GE Marquette 12SL includes gender and age specific criteria applied
on 10 s of ECG recording. The suggested diagnosis is identified via decision tree of the fol-
lowing major categories. The algorithm looks successively after electronic artificial pacing,
atrial flutter, ectopic atrial rhythm, sinus rhythm, junctional rhythm, and atrial fibrillation.
Obviously, we focus on AFlut and AFib detection here, which is based in the following crite-
ria:

Atrial flutter The program must detect an atrial rate from 200 to 350 beats
min , which is found by

the P wave detection.1 The P wave detection is also based on a threshold, build upon
the QRS detection algorithm.

Atrial fibrillation If none other category or rhythm has been detected, the program looks for
atrial fibrillation, which means more precisely that one of the two following tests has

1Values denoted for adults.
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to be true. Test 1 requires an irregularly irregular rhythm that means a deviation of
more than 15% of the average RR interval and no regular atrial rhythm detected. The
second test requires an atrial rate over 400 ms.

GlasgowAlgorithm
The Glasgow Algorithm was developed by Peter Macfarlane and his team at the University
of Glasgow. This 12 lead ECG analysis algorithm is also one of the first developed ones and
was approved by the U.S. Food and Drug Association (FDA) in the early 1990s [116]. The
main area of application of the Glasgow algorithm is in heart monitors and especially defib-
rillators. The ECG data is also recorded for 10 s with a sampling rate of 500 Hz and afterwards
filtered for noise reduction. Then, the spatial velocity (SV) is calculated given by the following
equation:

SV =
p

a2 +b2 + c2

T
(4.1)

where T is the sampling interval, a the change of amplitude in the first, b in the second, and
c in the third input lead. The maximum values of this function are used as reference points,
which occur in each QRS complex. From this point, beginning and end of the QRS complex
are determined for which the spatial velocity falls under a critical value. P as well as T wave
are located accordingly [95]. For the QRS type detection, they use an interactive process to
compare the first complex with the second within one lead. This works like a kind of sliding
window procedure, where always the next beat is compared to the current one. When the
difference between the two is less than a threshold value, they are supposed to belong to the
same class and so on. Otherwise, if the difference exceeds the threshold value, a new class is
created.

The Glasgow algorithm takes gender as well as the age of a patient into account for diag-
nosing. The detailed algorithm with its decision tree can be seen in [108]. Unfortunately, we
could not find a detailed description for the AFib detection published. The check for AFlut
starts directly after the basic P wave search algorithm by means of two stages. First, a series
of PP intervals has to be in the range of 150 to 300 ms2. Secondly, there is a search for saw-
tooth pattern in a single lead, for which each RR interval has to cross a threshold given by
95% of the maximum gradient. If there is at least one RR interval with more than one thresh-
old crossing than AFlut is assumed to be present. If not, the threshold is set to 90% and the
test is repeated. Again if not, a last attempt is made in case of a heart rate > 100 beats

min on the
complete RR segment.3

HESAlgorithm
The Hannover ECG System (HES) is a diagnostic ECG program for the analysis and interpre-
tation of ECG data, first developed at the University of Hannover and refined for more than

2They note that the specified range for AFlut is intentionally wider than the usual textbook limits for AFlut, due to
better results.

3In the first search the RR interval was cut at beginning and end to avoid misdetection of QRS complexes.
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35 years. It is implemented in various ECG devices and also belongs to the most widespread
and established ECG interpretation algorithms. The program also starts with 10 s of ECG
recording with a sampling rate of 500 Hz. There is a QRS detection implemented with a kind
of spatial velocity, which is similar to the one of the Glasgow Algorithm. In particular, it is
defined as the rate of change in an input signal with respect to time. The exact specifica-
tion of the onset of the QRS complex is finalized with a certain threshold and further patient
dependent parameters. [74]

Just as the others, the HES Algorithm has also various diagnostic skills implemented. A
method for the discrimination between AFlut and AFib, by computing a flutter index, was
presented by Fischer et al. in [40]. This approach differs from the other two algorithms
which were presented so far. Before the real analysis starts, a preprocessing via decision tree
is done. If a specific flag is set, the program undertakes several steps to filter unnecessary
noise, or signals like the QRS complex, which is not needed for the following P wave analy-
sis. The processed signals of lead II and V1 are separated into ten intervals of 1 s. For each
interval and lead a discrete Fourier analysis is applied and a fundamental atrial frequency is
determined. A linear discriminant analysis is then used to get a probability for atrial flutter.
If the probability within one interval is over 50%, AFlut is supposed. Finally, this resulting
flutter index classifies the complete ECG in AFlut, mixed AFlut/AFib, or AFib.

4.1.3 Signal ProcessingMethods for Discriminating AFlut fromAFib
Taha et al. analyzed an automated discrimination between AFib and AFlut in 12-lead resting
ECGs [142]. Therefore, they used a group of over 4000 ECGs and presented spectral meth-
ods in comparison to the GE Marquette 12SL, which was describe in detail in Section 4.1.2.
The test included spectral entropy to measure the stochastic complexity of a signal. In other
words, they try to find some kind of regularity or irregularity in the atrial activity. Here, the
hypothesis is that atrial fibrillation would generate higher and much more spectral entropy
waves. They found that spectra for AFib are, in fact, characterized by large spectral entropy
values in combination with multiple spectral peaks. This is most likely caused by multiple
circularity waves. On the other hand, the spectra for atrial flutter have smaller values and
narrow single peaks. This comes from the singular origin of AFlut. In a second step, spectral
peak detection was used for the final discrimination. Taken together, they found that selec-
tively applied spectral methods, only provide a poor result in diagnosing AFlut from AFib.
As a post-analysis algorithm, however, the spectral measures could significantly improve the
discrimination rate. Here, Taha et al. were able to reduce the cross-classification error be-
tween AFib and AFlut of the GE algorithm from 5.6% to 2.5%. A further interpretation is given
in the discussion about these methods in the following section.

Hoppe et al. tried to distinguish AFlut from AFib with apparent electrocardiographic orga-
nization using dominant and narrow F-wave spectra in [57]. Their test group of 39 patients
consisted of 21 flutter and 18 fibrillation cases. They found that in contrast to AFib, AFlut
is associated with dominant and narrow peaks reflecting single macroreentrant wave fronts.
On the basis of the spectra of F waves which were obtained from atrial ECGs, they developed
a diagnostic algorithm that is able to discriminate between both arrhythmias. According to
their specifications, they achieved a high accuracy with that method.
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4.1.4 Discussion
At first glance, the signal processing methods of the previous section show some good re-
sults. Nevertheless, there are some major issues with the presented methods, as we men-
tioned in a previous publication of Scholz et al. [129]. Unfortunately, the available AFlut
cases of Taha et al. were not specified more precisely, whether to be typical or atypical. A fur-
ther reduction of significance is that they did not have intracardiac electrograms available
to validate the suggested diagnosis, which can be a huge problem as these experts often dis-
agree [125]. Furthermore, all ECGs of Hoppe et al. were recorded under artificial conditions,
namely, in the sedated state and using a high-quality physiological recorder. Additionally,
regions of extreme noise were excluded from the analysis, while the study is based on a rela-
tively small number of individuals. As expected, when applying this algorithm to a real-world
population, discrimination was considerably lower, even though 11% of the ECGs had been
excluded from the analysis owing to poor quality, see Krummen et al. [79].

Regarding the established ECG recording algorithms, they are definitely able to get decent
results in the recognition of the typical AFlut cases with a prominent sawtooth-like pattern.
Nevertheless, there is a high misdiagnosis of clinically applied algorithms reported for the
discrimination of AFlut as AFib [14]. One of the reasons might be that the used signal pro-
cessing methods exhibit a high degree of susceptibility to artifacts, because they are applied
on the more vulnerable P waves. These results also underline the clinical observation that
a discrimination based on atrial activation is often impossible due to the absence of unam-
biguously identifiable flutter waves [125]. In Table 4.1 and 4.2, the established software is
compared to our software package HEAT with respect to diagnosis variety and necessary in-
put data. Here, one of the major advantages of our approach is illustrated, without consider-
ing the diagnostic performance which we take into account later on. To be specific, we only
need the RR intervals as input data for the desired arrhythmia discrimination. Besides the
robustness, this can have important benefits as the area of application is strongly extended.
More on that topic in the final Chapter 6.
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4.2 HEAT Software Package
First of all, the Heidelberg Electrocardiogram Analysis Tool (HEAT) has been developed to
discriminate between regular atrial tachycardias and AFib. However, the project started only
with some testing algorithms to approach this problem, in the meantime a complete soft-
ware package with various abilities has been developed. There is the possibility for data
acquisition via mobile app directly at the patients bedside as well as other diagnostic skills.
We start this section with an overview about the complete HEAT software and its workflow,
before we go further into detail.

Compared to the previously presented algorithms, the input data is completely based on R
waves or in particular on the RR intervals. This can be a major advantage when the P waves
cannot be detected properly due to artifacts, which is a very common case in supraventric-
ular tachycardias. It also means and more important, that the HEAT Algorithm needs less
input data than other programs, which can be a particular benefit in some areas of appli-
cation. These medical application areas include single lead devices, like most of the im-
plantable ones, or devices which are only able to detect the ventricular signal of the R wave.
Further examples on this topic are presented in the final Chapter 6.

4.2.1 Overview
The intention of the current algorithm is not to diagnose all kinds of cardiac arrhythmia, but
to be specialized for some diseases. Thus, HEAT can for example be seen as an addition to
the algorithms presented in Section 4.1.2. In this case, it could be implemented as an specific
upgrade to these programs or as additional validation guarantee for example. Nevertheless,
the current software package is also able to support a physician in the daily hospital routine
as an easy, fast, and reliable diagnostic assistance, as can be seen in this section. A further
possibility for the future is that HEAT could easily be extended to more diagnosis options,
if desired. Figure 4.1 gives an overview of the complete workflow of the HEAT software and
its intended use. There are basically two different usage possibilities, because HEAT is im-
plemented as an application for mobile devices as well as a desktop PC software. So the in-
tended use for a physician in a clinical daily routine can be for example, to use the software
in his office when looking at a difficult patient case. With the HEAT Mobile App it is addi-
tionally possible to use it immediately at a patients bedside, or wherever the question for
discrimination of AFlut and AFib appears. The actual centerpiece of the software including
all described models and the MAVB algorithm is implemented in the HEAT solver.

The first part takes the data acquisition into account, which is described in the upper sec-
tion of Figure 4.1. For the desktop version, the RR intervals can either be manually entered
if at hand, or the R wave detection algorithm can be used. Therefore, an image or scan of
the ECG can be opened in the program.4 With this software the user has the possibility via
user interface to test various algorithms, models, objective functions, and else, basically ev-
erything described and tested in this dissertation. The mobile app version has two input
options. On the one hand, the user can take a picture of an ECG printout and again the R
wave detection algorithm is started. On the other hand, it is possible to record the beeping

4For the desktop version the automatic RR detection mode is currently still in a testing phase.
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Figure 4.1:Overview of the HEAT software package, for a detailed description see text.
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sound of a heart monitor, which is translated into RR intervals. Both of these mobile data
acquisition approaches are described in the following section 4.2.2.

Now, a HEAT data file is created including the patient input of the RR intervals, as well as
the desired settings. For the mobile app the solver module runs on a state-of-the-art secure
server for a faster computation. Thus, the input data is sent encrypted via HTTPS connec-
tion to the server. This structure also includes an API server which is responsible for user
license check, HEAT data file generation, and result handling. The licenses can be manage
via web interface only by the administrator. From there, it is also possible to take a look at
anonymized requests and computation results. Once the solver calculations are finished,
the result is send back to the user via HTTPS encryption.

So let’s have a closer look at the solver module where the actual calculation is done, de-
scribed on the center right hand side of Figure 4.1. Depending on the input settings, first of
all the solver checks for a regular heart rhythm. The non-pathological heart rate variability
in percentage can also be defined here. In case of a regular rhythm, the heart rate is deter-
mined and depending on that, the rhythm is categorized as bradycardia, normal heart rate,
or tachycardia. When a tachycardia is existent, the algorithm search for regular atrial tachy-
cardia is started to compute the regular atrial cycle length. If the heart rhythm is not regular,
a check for premature contraction is done. In case of a non regular heart rhythm where no
premature contraction could be found, the same algorithm is started. This search for regular
atrial tachycardia is particularly marked in Figure 4.1 because it includes the most impor-
tant feature of the whole software package. It includes the combined multilevel algorithm
that is able to find all possible kinds of second-degree AV blocks, which is explained in detail
in Section 4.2.4. All solution variables are written to a solution file which is further processed
on the HEAT server or directly handled by the desktop software.

In the final step, the result is presented in the app with the possibility to send the result and
ECG via mail for patient data management or later examination. The desktop version has
the additional option to plot the measured RR intervals as well as the computed solution in
a conduction diagram. Here, the solution can easily be analyzed, compared to other models
and algorithms, or saved as PDF file for further processing. Obviously, all of these tools are
used for the analysis in this dissertation which can be seen in Chapter 5 of the Numerical
Results.

4.2.2 Data Acquisition
Before we can start with any kind of algorithmic calculations, we need to determine the nec-
essary input data. In our particular case, this data is given by the RR intervals or in other
words by the duration between a few ventricular signals. The HEAT software package has
various options to gain this input data. On the one hand, a physician can use the HEAT
Desktop PC Version. Of course, it is possible to measure the RR time intervals manually and
directly from a surface ECG. Hence, there is an option to simply enter this data in the desk-
top version and create a new test case. While HEAT manages the automatic data processing,
the user is able to choose between the various options of diagnostic algorithms, different
mathematical models, as well as other settings. As described in Section 4.1.3, there are also
methods for an automatic acquisition of QRS complexes respectively the R waves from an
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ECG signal. The image and signal processing methods for both kinds of user applications
are similar. For the desktop version however, this option is still in testing phase so far, thus
we skip a closer look at this in here.

Nevertheless, there is the HEAT Mobile App which is already able to automatically pro-
cess the input of the ECG data. Besides, the mobile app can handle the interactions with
the physician right at the patients bedside if necessary. At first, there is the possibility to
record the beeping sound signal of a heart monitor. This beeping sound reflects the pulse
signal received from a patient. The HEAT Mobile App can measure and transform this signal
into the necessary input data for the HEAT Algorithm for further processing.5 Secondly, it
is possible to make a photograph of the ECG via camera of the mobile device and decode
the signal via image recognition. For this, we developed an algorithm that executes several
steps to gain the desired RR interval time duration. As this is “just” an addition to our main
algorithm and is not in the main focus of this dissertation, we will only briefly explain the
several algorithmic steps in the following.

In general, a physician has an ECG printout available to analyze. Using the HEAT Mobile
App, it is now possible to simply take a photograph of this printout which acts as input data.
Hence, we need to start with image processing methods to extract and recognize the actual
printout within the picture, even before we can come to the ECG signal processing. At first,
a perspective distortion needs to applied using the four corners, to receive an undistorted
image. Therefore, we use amongst else the Canny Edge Algorithm [113]. Now, the extraction
of the desired ECG signal can start using several noise filter techniques. To receive the actual
R wave, we then use a specifically developed method based on the first and second derivative
as mentioned in Section 4.1.1. Finally, the actual RR time duration needs to be calculated
using the correct ECG paper speed, which can be adjusted in the app.

4.2.3 Solution Space
In this section, we determine the feasible regions for the present discrimination problem
based on a medical background. In particular, we want to identify these regions for the fol-
lowing combined multilevel algorithm, which is described in Section 4.2.4. The main reason
for this purpose is to constrain the complexity of the involved enumeration problem to get a
faster and more reasonable computation process.

As seen in Chapter 2, even the state-of-the-art medical knowledge is not always conform
to each other or the clinical definitions are not entirely clear. Hence, in some of the following
assumptions hard decisions need to be made to get a reasonable or solvable problem de-
scription. Those constraints may in some cases exclude an unusual solution, nevertheless,
we try to cover all solution possibilities in the feasible set definition. In the following, the un-
derlying medical assumptions are clarified before we determine the according parameters
mathematically. A summary of all parameters and the definition of the according feasible
set is listed in Table 4.3.

5Within this dissertation, it has not been investigated whether the pulse signal is completely accurate to the corre-
sponding ventricular signal. There are various publications on this topic, but to our knowledge, this task has not
been completely cleared yet.
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ECG Sector Length The considered ECG sector T is constrained by a certain number n of
R waves R j ∈ T , with j ≤ n and j , n ∈ N. Obviously, if the ECG sector is too short,
there is not enough input information to gain a solid result. Hence, we define a lower
bound of 6 R waves. On the other hand, our approach has also an upper constraint
which is caused by a logic medical point. In fact, the longer the watched ECG sector
is, the more likely there can occur slight variations in the patients atrial cycle length.
The accumulation of these variations would make our assumptions in case of a regular
atria and the involved calculations invalid. In conclusion, the upper bound for an ECG
sector is set to 25 R waves.6

6 ≤ #R ≤ 25 (4.2)

It should be noted, that these bounds are just used to find the optimal ECG length
for the discrimination of AFlut and AFib at our validation data set, which is described
in Section 5.4. This optimal number of R waves or respectively RR intervals #RRopt

is then used, whenever enough ECG data is available. On the other hand, the lower
bound is also adapted to a minimum number of intervals #RRmin, where a significant
discrimination result can be reached.

Basic Atrial Cycle Length Usually, atrial tachycardias are defined with a regular atrial rhythm
at a constant rate above 100 beats

min . Here, atrial flutter lies between 220 to 320 beats
min ,

which corresponds to a possible atrial range of 273 to 188 ms. Other atrial tachycardias
that lead to a second-degree AV block are most likely to be within the atrial rates of 150
to 220 beats

min , which are intervals from 400 to 273 ms [67]. In general, second-degree AV

blocks do not occur in atrial tachycardias between 100 to 150 beats
min and are thus, eas-

ier recognized as described by Josephson [67]. Therefore, we excluded these slower
rhythms in this feasible set of the regular atrial cycle length to determine supraven-
tricular tachycardias.

188ms ≤ A A ≤ 400ms (4.3)

The enumeration step size of the atrial cycle length is set to the smallest feasible value
of 1 ms. We also use this variable for parallelization in the software implementation be-
cause it is independent of the conduction in the AV node, easy to split up, and appears
in all various model cases. Hence, for the available number of cores, a cycle length sec-
tor is calculated and searched for the best solution. The best solutions of each sector
are compared to each other in the end, which leads to the optimal solution.

Basic Number of AVBlock Levels Based on the discoveries of Section 2.3, the maximum pos-
sible number of simultaneously active AV block levels is 3.

1 ≤ # Level ≤ 3 (4.4)

6It should be noted that for a better differentiation between measured and simulated signals we use different sym-
bols. The measured signals are inspired by the ECG notation of R wave, or P wave respectively. The simulated
notation was given in the previous chapter with V for ventricular signals for example.
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I

II

III

Atria

Ventricles

Increase of Atrial Rate

1 : 1 (n +1) : n 2 : 1 2 : 1 2 : 1 2 : 1 2 : 1

1 : 1 1 : 1 1 : 1 (n +1) : n 2 : 1 2 : 1 2 : 1

1 : 1 1 : 1 1 : 1 1 : 1 1 : 1 (n +1) : n 2 : 1

Figure 4.2:Visual description of the AV block process with MAVB at increased atrial rate,
adapted from [86]. The conduction ratio of (n +1) : n in this figure includes pos-
sible changes in the conduction ratio or a ratio which is not constant at 2 : 1. The
order of the specific blocking is an exemplary representation. Hence, it is not nec-
essarily the first block level which becomes active at first. Further details are ex-
plained in the text.

Another basic condition is that the faster the atrial rate gets the more incoming signals
get blocked. If the maximum possible block per level of 2 : 1 is reached, another level
“becomes active”. As already described in the MAVB Section 2.3, this theory was illus-
trated for a two level block by Leon in [86] and further confirmed of various sources by
intracardiac electrograms. This kind of MAVB is exemplified for three block levels in
Figure 4.2. Here, the order of the block levels is not necessarily as in the illustrated way.
Hence, the first block level doesn’t have to become active first. However, it is described
in literature that the occurrence of the first level to block 2 : 1 is more likely than the
other way around [94]. Furthermore applies, that the specific atrial cycle lengths for
changes or additional block levels are patient dependent. On the other hand, these
changes can also appear in a limited form at a fixed atrial cycle length, see also the
next paragraph.

Conduction Ratio Considered the other way around, at a fixed atrial cycle length applies for
more than one active block level that the other levels have to block in a maximum
possible way. This means for two active block levels that one of them has to have
a 2 : 1 conduction. The same applies for three active levels accordingly. This fact is
very important to reduce the computation time and is further explained in the follow-
ing Section 4.2.4. Additionally, we assume that all advanced second-degree AV blocks
are in fact type I or type II conduction mechanisms on multiple block levels, also as
demonstrated in Section 2.3. In conclusion, this means that it is not possible that two
incoming signals are blocked in a row within the same cell compound, because in this
case the MAVB would come into account. In combination with the possible number
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of AV block levels, the overall maximum conduction ratio in the AV node is 8 : 1. This
equals three active block levels each with a 2 : 1 conduction ratio. Besides, it follows
that all block pattern on one level are based on (n+1) : n conduction. We define a min-
imum conduction ratio per level for n = 6 or a 7 : 6 block, which is also based on the
medical findings of Section 2.2.1. Therefore, for the conduction ratio per level follows:

(n +1) : n ∀n ∈ [1,6] (4.5)

Furthermore, we act on the assumption that on one level there are changes in the block
pattern possible, however, based on certain rules. These rules include that from one
block to the following one, the block pattern can only change with n ±3. This would
be for example from 3 : 2 to 5 : 4, or similar, but not from 2 : 1 to 6 : 5. Also keep in
mind, that changes in the conduction ratio could also appear from (n +1) : n to 1 : 1
which would make one block level “inactive”. However, these changes between active
and inactive levels also rely on certain rules, which are described more closely in the
next section.

Further Constraint of Atrial Cycle Length - Upper Bound Using the assumptions of the previ-
ous paragraphs, the possible atrial cycle length can be further constrained in many
cases. In fact, we can use the additional input information of the maximum R̂R inter-
val length to limit the upper bound. At first however, we have to find the lowest output
that can possibly appear with a second-degree AV block with a specific incoming atrial
cycle length of A A. For the first block level this value is A A +1 as the basic duration
for a signal to conduct from one level to the next is at least 1. Additionally applies that
if more than one block level is active the atrial cycle length has to be doubled on each
other level. This is based on the assumption that there has to be a 2 : 1 conduction
on at least (n −1) active levels. Hence, it is possible to calculate the “lowest possible”,
maximum R̂R interval for a specific number of levels and a given atrial cycle length.

2#Level−1 · (A A+1) ≤ R̂R ⇒ A A ≤ R̂R

2#Level−1
−1 (4.6)

On the other hand, the maximum possible atrial cycle length Â A# Level can be deter-
mined with the input information of the measured R̂R interval by the following equa-
tion. The total number of specific AV block levels is given by the value of #Level. For
one level this is defined by Â AI , for two block levels by Â AI I , and for three block levels
in total by Â AI I I accordingly.

Â A# Level =
R̂R

2#Level−1
−1 (4.7)

Additionally, the minimum ventricular interval length R̂R can be used to further re-
strict the upper bound in a few cases. Obviously, the atrial input interval cannot be
bigger than the smallest ventricular output. In consequence, we can determine the
upper bound on one level in this way. With the MAVB in mind, however, we need to
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Feasible Set Description

A= {A A ∈A⊂ T | 188 ≤ A A ≤ 400 Feasible atrial cycle lengths overall

∧ R̂R
2#Level ≤ A A ≤ R̂R

2#Level−1 −1} and possibly further constrained
# R= {n ∈N | 6 ≤ n ≤ 25} Number of feasible R waves for test set
# R= {n ∈N | #RRmin ≤ n ≤ #RRopt} Number of feasible RR intervals
C = {α ∈N |α#Level ≤ A A ·2#Level - 1} Feasible conduction constant per level
(n +1) : n ∀n ∈ [1,6] Feasible conduction ratio on one level
1 ≤ # Level ≤ 3 Number of possible AV block level

Table 4.3: Feasible sets of the combined multilevel model and algorithm. The set of feasible
R waves are used to find the optimal number of R waves, respectively RR intervals.
The same applies for the minimum acceptable number of ventricular intervals to
find a sufficient solution.

have a look at the doubled minimum atrial cycle length. Because in case of a two level
block, the overall maximum atrial cycle length (A Amax = 400ms) is bigger than twice
the overall minimum atrial cycle length (A Amin = 188ms). Hence, A Amax can be con-
strained in the following case for a one level block with the necessary condition:

R̂R ≤ 2 · A Amin ⇒ Â AI = R̂R (4.8)

Further Constraint of Atrial Cycle Length - Lower Bound On the other hand, the lower bound
for the atrial cycle length can also be determined using R̂R. Here, the question is how
it is possible to describe the maximum ventricular interval using the lowest possible
atrial input. The answer is, obviously, to use the maximum block of 2 : 1 on each level.
Hence, the lower atrial bound for each level Â A#Level respectively, can be calculated in
the following way:7

A A ·2#Level ≥ R̂R ⇒ Â A#Level =
R̂R

2#Level
(4.9)

Further Constraint of Number of AVBlock Levels In consequence of the previous two para-
graphs, this also means that the possible number of block levels can be constrained
by an upper bound for a certain range of atrial cycle lengths. In fact, if Â A#Level for a
certain number of levels is smaller than the overall possible atrial cycle length A Amin

follows logically that this level has to be be inactive. Contrariwise, if the lower bound
for a level Â A#Level is bigger than the actual overall possible atrial input A Amax, there
has to be at least one more block level.

7Due to a normal medical conditioned variability or to put it in mathematical terms inaccuracy, we relax the lower
bound by an inaccuracy variable of 25 ms.
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Conduction Constant For the actual signal computation process from one to the next level
between atria and ventricles, we use the classical linear model of Equation 3.21. Fur-
ther reasons for this purpose and explanations on the model are illustrated in the fol-
lowing section. For now, it is enough to know that the conduction constant α can
be constrained as well based on the previous medical findings. The maximum value
α̂#Level on each level is given by the maximum possible incoming value on the accord-
ing level. Naturally, this is caused by the condition that not more than one signal can be
blocked in a row on a level. The largest potential output interval for one level is, hence,
produced by a 2 : 1 block in doubling the incoming interval size. In consequence, we
can follow:

α#Level ≤ A A ·2#Level-1 ⇒ α̂#Level = A A ·2#Level-1 (4.10)

4.2.4 CombinedMultilevel Algorithm
In this section, we present our novel concept of the combined multilevel algorithm that is
able to describe the electrophysiological processes in the human heart in a realistic way.
More precisely, this algorithm is intended to diagnose regular atrial tachycardias including
atrial flutter solely based on the input values of a few RR intervals. It is implemented with
an algorithmic approach based on the medical facts of Chapter 2. The signal conduction
between atria and ventricles can be represented by all possible kinds of second-degree AV
blocks, like 2 : 1, type I or type II. However, as described earlier we assume that the vari-
ous block types are rather based on the same mechanism thus combined. Furthermore, we
take the multilevel concept of Section 2.3 into account. Now, the underlying idea is to find
a regular atrial rate in combination with a particular MAVB that is able to simulate the mea-
sured pattern of the RR intervals on the ventricular level as good as possible. This diagnostic
workflow is further analyzed in Section 5.1.2 in terms of the objective functions applied and
also illustrated at this point in Figure 5.1. Secondly, we want to receive these good results
within a short computation time or at best in real-time. The groundwork for this part was
explained in the previous Section 4.2.3 Solution Space, where we constrained the feasible
set of some variables. In the end, the number of calculations depends on the complexity of
the underlying RR interval sequence on the one hand. But even more important is a good
algorithmic structure based on the medical facts and mathematical conclusions that guar-
antees a constant and fast computing time. The entire combined multilevel algorithm is
now explicitly illustrated and finalized. From here on, this algorithm in combination with
the implemented, preceding detection possibilities is referred to as HEAT Algorithm.

Brute-Force Approach
First of all, we would like to point out the complexity of this problem. Our newly developed
algorithm is basically build as an enumeration of all possible solutions. The challenges with
enumeration arise in general with the enormous amount of calculations. So, the main prob-
lem of this brute-force approach comes with the computational costs caused by the number
of free parameters. As mentioned above, we use a phenomenological model as basis for the

88



ALGORITHMS& IMPLEMENTATION CHAPTER 4

algorithm. In particular, the classical linear model f lin of Equation 3.21 is utilized. However,
the feasible set of the classical linear model by itself is not particularly small. But the prob-
lem gains further complexity with the fact that the conduction ratio can vary in its pattern
from one block cycle to the other and is not constant as in the classical models. Obviously,
the multiple number of block levels increase the difficulty of the problem in addition.

To be more specific on the significant parameters, there is at first the recording length of
the analyzed ECG given by the number of RR intervals. To even reach a valid solution, a
very fine enumeration grid of the unknown atrial cycle length A A is crucial. Additionally,
the free parameters of the AV conduction model come into play. This is on the one hand
the conduction constant α as well as the conduction increment ∆. In this case however, the
conduction increment is able to vary in order to be able to display the changing “type I”
conduction ratio. Hence, at every ventricular signal the conduction ratio could possibly take
another value. Furthermore, there is also the unknown starting point of the measured ECG.
This means that the used recording could start within one block cycle at the i th signal and
does not have to start necessarily with the first one. Finally, taking also the MAVB on up to
three levels into account, this already enormous number of possible solutions are raised to a
higher power with every additional block level.

In conclusion, it is obvious that without logical improvements and algorithmic optimiza-
tion, the calculation time of this approach would explode or would not be solvable at all
within reasonable time. However, a reduction of the problem with a clever branch and
bound strategy can help to find a solution within real-time. Therefore, it is important to
define some particular “rules” on which the concept is build upon. These are then used to
develop an algorithm that is able to depict most of the possible AV conduction mechanisms.

Branch &Bound Steps of the HEATAlgorithm
In this section we describe the actual workflow of the algorithm with all its branch and bound
steps that are necessary to reduce the complexity of the present problem. The specific values
for some of the used parameters, their notation and the corresponding medical knowledge
were already illustrated in the Solution Space Section 4.2.3. Hence, we use this previous
section as foundation for the following and more detailed explanation of the procedure of
the HEAT Algorithm.

In the first part, we begin with the preparation steps for the enumeration to keep the task
as small as possible. For this purpose, the feasible sets of various parameters are constrained,
only based on the input values of the RR intervals as well as logical conclusions. We demon-
strate a short algorithmic overview for every specific parameter and how the problem is
solved in the implementation. Additionally, an explanation is given to clarify the correspond-
ing matter in detail. The second part includes further preparations for the signal conduction
of the used phenomenological model. We show how various conduction ratios for specific
incoming signals are calculated and illustrate further constraints for the parameters of the
model. The actual calculation process of the conducted and blocked signals is then illus-
trated in the final part of this section. This implementation is realized in a specific multilevel
AV block class build upon the previous assumptions. These combined algorithmic proce-
dures reflect the search for regular atrial tachycardias within the HEAT software package.
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Part I - Constraining the Enumeration Parameters

1. Get Optimal ECG Length

At the beginning, the ECG is just shortened to the optimal number of RR intervals, if
necessary, which gives the best decision result to the according problem based on our
research. We already defined a reasonable minimum and maximum ECG length which
is used in Chapter 5 to compute the optimal ECG length #RRopt. This ECG length pro-
vides the best discrimination result between regular atrial tachycardias and AFib based
on our test data. Additionally, there is a minimum number of ventricular intervals
#RRmin. If there are less RR intervals than the optimal ECG length, this lower bound
guarantees that it is still a significant result calculated.

Algorithm 4.1:

Input: Number of n RR time intervals #RRn measured from an ECG
Output: Optimal number of intervals #RRopt

begin
if #RRn > #RRopt then

#RRn = #RRopt

else if #RRn < #RRmin then
break

2. Compute Feasible Atrial Range per Level

The minimum and especially the maximum measured RR time interval can be used to
calculate the atrial cycle length that is mathematically feasible for a specific number of
AV block levels, based on the medical rules. This means in consequence that the num-
ber of possibilities for the atrial rate can be reduced within the enumeration process.
Based on this, we could also constrain the number of AV block levels that can occur,
which is explained in the next paragraph.

a) Lower Bound

Algorithm 4.2: computeAtrialMinPerLevel

Input: Maximum R̂R interval, minimum overall atrial cycle length A Amin

Output: Vector of minimum atrial cycle length per level Â A[i ] for i ∈ {1,2,3}
begin̂

A AI = R̂R
2 , Â AI I = R̂R

4 , Â AI I I = R̂R
8

if Â AI > A Amin then
Â A.push_back (Â AI )

elsê
A A.push_back (A Amin)
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At first, we calculate the minimum atrial cycle length for one Â AI , two Â AI I , and three
Â AI I I possible levels using Equation 4.9. With this value, we are then able to deter-
mine the potential atrial cycle length for the total number of block levels which are
used in the enumeration procedure. In Algorithm 4.2, we noted the if-then-else state-
ment only for the first parameter, the other two parameters of Â AI I and Â AI I I follow
accordingly.

b) Upper Bound

Algorithm 4.3: computeAtrialMaxPerLevel

Input: Min. R̂R and max. R̂R interval, max. overall atrial cycle length A Amax

Output: Vector of maximum atrial cycle length per level Â A[i ] for i ∈ {1,2,3}
begin

Â AI = R̂R −1

if Â AI < A Amax then
Â A.push_back(Â AI )

else if R̂R < 2 · A Amin then
Â A.push_back(R̂R)

else
Â A.push_back(A Amax)

Â AI I = R̂R
2 −1, Â AI I I = R̂R

4 −1

if Â AI I < A Amax then
Â A.push_back(Â AI I )

else
Â A.push_back(A Amax)

On the other hand, the maximum atrial cycle length per level Â A#Level can be com-
puted using Equation 4.7. Additionally, a second condition of Equation 4.8 is able to
limit the atrial upper bound for one level. The other parameters Â AI I and Â AI I I can
be determined similar to the lower bound. In consequence, the atrial cycle length can
be restricted in between these minimum and maximum values for a specific number
of AV block level.

3. Number of Level Determination

Additionally, we can also limit the possible active number of block levels in some cases.
If the maximum possible atrial cycle length for a specific level is smaller than the lowest
overall atrial cycle length A Amin defined as 188 ms, then the level can obviously not be
active. According to our assumptions, at least one block level has to be active, hence,
we do not have to check on one level in Algorithm 4.4.
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Algorithm 4.4: checkMaxAvLevel

Input: Vector of maximum atrial cycle length per level Â A[i ] for i ∈ {1,2,3},
minimum overall atrial cycle length A Amin

Output: Maximum number of AV block levels
begin

for i = 2 to 3 do
if Â A[i ] < A Amin then

maxAvLevel = i −1

Contrariwise, more levels have to be active if the minimum possible atrial cycle length
for a specific level is bigger than the maximum overall atrial cycle length A Amax of
400 ms. As before, there are three number of active levels at most, according to our
assumptions. Hence, we do not have to check for more than three levels.

Algorithm 4.5: checkMinAvLevel

Input: Vector of minimum atrial cycle length per level Â A[i ] for i ∈ {1,2,3},
maximum overall atrial cycle length A Amax

Output: Minimum number of AV block levels
begin

for i = 1 to 2 do
if Â A[i ] > A Amax then

minAvLevel = i +1

By including both steps of the previous and this paragraph, we are actually able to re-
duce the complexity of the problem enormously. Even more important, this reduction
is done before the real calculation procedure starts which results in a major speed-up
for the entire HEAT Algorithm.

4. Possible AV Block Level Combinations

In the last step of the preparations for the enumeration procedure, we use the assump-
tions of Section 4.2.3 that not all level combinations are possible in a MAVB. For one
block level we already discussed that there are various possibilities from the maximum
block of a continuous 2 : 1 ratio, to a varying block type of (n +1) : n. For a better dif-
ferentiation of the types on each level, we denote a possible varying pattern with type
I and in the other case just with 2 : 1 block. In general, we call an AV block that occurs
only on one level as MAVB 1. Based on the literature findings with intracardially mea-
sured signals, we determine that if one of the active block levels comes with a type I
block, the others have to block in the maximum possible way or need to be inactive
[20, 134]. Thus, we define two different types of two level blocks with a 2 : 1 block
on the first and a type I on the second level called MAVB 2a, or the other way around
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MAVB 1

Type I

MAVB 2a

2 : 1

Type I

MAVB 2b

Type I

2 : 1

MAVB 2c

2 : 1 / 3 : 2

1 : 1 / 2 : 1

MAVB 3

2 : 1 / 3 : 2

1 : 1 / 2 : 1

1 : 1 / 2 : 1

Figure 4.3:Various possible level combinations of a MAVB implemented in the HEAT Algo-
rithm and based on medical facts. Here, type I conduction can be any (n +1) : n
block including varying type pattern. Further explanation is given in the text.

which is called MAVB 2b. However, we investigated that there is a third possible two
level conduction type. To be more specific, an additional block level can become sud-
denly active on the last level, usually depending on type pattern changes on one of
the previously blocked levels. This is usually only the case, if a conduction changes
from 2 : 1 to 3 : 2 on the first level, which means in the highest possible way. In con-
sequence the second level becomes active from a 1 : 1 to a 2 : 1 conduction, because
the incoming signal comes suddenly much earlier than before. An example with active
and inactive changes on the last MAVB level is given in the chapter of the Numerical
Results in Figure 5.12. For two block levels, we call this case MAVB 2c.

There are much less cases reported for three active block in total, but to our knowledge
there is no example where a clear or continuous type I block is visible any level [77,
134, 20]. Further applies that three block levels, in general, only appear at the highest
blocking rates as in the MAVB 2c type. Hence, the MAVB 3 is specified similar to this
type with a 2 : 1 or 3 : 2 block on the first level as well as a 1 : 1 or 2 : 1 conduction ratio
on both, second and third level. All MAVB cases are visualized in Figure 4.3, where
another fact becomes obvious on a more detailed examination. While the different
MAVB types vary in their number of levels, or in other words to be active or inactive, the
blocking types can actually be assigned to specific AV node regions. On the other hand,
this point corresponds to many medical literature findings. As Slama et al. illustrated
in[134], the type I block is usually located in the N zone of the AV node which is, in fact,
the middle zone of the AV node between A-N and N-H zone. This hypothesis could be
confirmed by other electrophysiological studies based on intracardiac measurements
[102, 153]. Despite everything, we still consider the various AV block types to arise from
the same physiological disorder as we mentioned earlier. Besides, we are aware that
there could be other blocking pattern or MAVB possibilities in particular patients and
that these constraints may exclude some MAVB cases. Nevertheless, we tried to base
our assumptions on a profound medical background to build an algorithm that is able
to solve the underlying discrimination problem in the best possible way.
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Part II - Determination and Constraint of the Model Parameters

1. Compute Conduction Ratios

To actually compute the conduction of the signals from the atria to the ventricles, we
use a modified linear model. This means that the basic functionality is similar to the
linear model f lin of Section 3.3.1, but the conduction ratio of (n+1) : n can change from
one block cycle to the other. Besides, the model is extended to multiple block levels. To
be able to describe a varying type I block in the end, we actually need to calculate the
parameters for the different ratios. Using f lin, this is mainly done by a modification of
the conduction increment ∆, but also the conduction constant α needs to be used.

a) 2 : 1 Conduction Ratio

First of all, we need the incoming interval times for the considered level to be able to
calculate the conduction constant α2:1, for which a 2 : 1 block appears. On the first
level with a given and regular atrial cycle length A A it can be computed as in Equation
4.11. Here, for a continuous 2 : 1 block applies ∆k = 0 ∀ k. In combination with a
constraint for a signal to be blocked or conducted of Equation 3.19 follows:

V j = f lin(Ai ) = Ai +α+k ·∆
Ai+1

!≤V j ⇒ α2:1I ≥ Ai+1 − Ai = A A (4.11)

In conclusion, we can just fix α2:1 at this point because we just want to create one
kind of this conduction ratio so far. However, if a MAVB 2b is existent with the second
level conducting in 2 : 1, theα2:1 needs to be calculated differently because of probably
irregular output intervals from the first level. Hence, for a 2 : 1 conduction on whole
block level, we need to find the maximum incoming interval. Again, the α2:1I I can be
fixed for our purpose:

α2:1I I = max
j=1...m−1

AV I
j+1 − AV I

j (4.12)

To be even more specific, the described rule applies in the same way for a third level
of MAVB 3. Hence, we can conclude that a 2 : 1 block can be created in any case by
calculating α2:1 on the specific level with the maximum incoming signal:

α2:1 = max
j=1...m

AV I , I I , I I I
j (4.13)

However, it needs to be proved that this interval cannot be larger or equal than twice
the minimum incoming signal. This is based on the predefined condition that two
successive signals cannot both get blocked.

Proof

max
j=1...m−1

AV I
j+1 − AV I

j

!< 2 ·
(

min
j=1...m−1

AV I
j+1 − AV I

j

)
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On level one, the maximum output interval appears in any case with a 2 : 1 block. For
the minimum output interval using the linear model, ∆ has to be minimal but at least
with a 3 : 2 conduction ratio. That means in conclusion ∆= 1 has to apply.

max
j=1...m−1

AV I
j+1 − AV I

j ≤ 2 · A A

min
j=1...m−1

AV I
j+1 − AV I

j ≥ A A+1
(4.14)

Using these conditions, we can conclude that the assumption is valid for any possible
input values.

(4.14) ⇒ 2 · A A < 2 · A A+2 �

b) Type I Level

Based on the same idea as in the previous paragraph, it is also possible to calculate any
other (n+1) : n conduction pattern. Here, the potential level combinations we defined
earlier help that the problem gets not too complicated. Actually, we know that in any
of the defined MAVB cases a specific type I level has to have a regular incoming signal.
This is caused by the fact that the regular atrial rate of AFlut or an additional 2 : 1 block
level which can appear prior to a type I level. This makes it possible to calculate any
(n + 1) : n block cycle with a known regular incoming interval for a complete block
level, only depending on the conduction constant α.8

Algorithm 4.6: Compute Conduction Increments

Input: Maximum incoming interval between two conducted signals of the
previous level getMaxInterval, maximum number of conducted signals
in a row nmax

Output: Vector of increments ∆n+1:n for various block types of conduction ratio
begin

maxIncrement = incoming→getMaxInterval() - α
for n = 2 to nmax do

∆.push_back
( maxIncrement

n−1

)

Again, we use the linear model equation and calculate the vector of the conduction
increment∆n+1:n for the specific block cycles. Equation 4.15 shows this calculation for
the first level with the atrial interval A A, while the second block level follows accord-
ingly with AV I as incoming signals. Using the same assumptions as in Equation 4.11,
we can conclude:

∆n+1:n = A A−α
k

n = k +1, k > 0 (4.15)

8Note that in case of a 2 : 1 conduction, the α is the only and essential parameter, because of k = 0 which erases ∆
out of the equation. Then, we just proceed as in the previous paragraph.
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Now, the conduction increment for any desired conduction ratio (n + 1) : n can be
calculated with a previously fixed conduction constant α. This is an important point,
because this way we are able to vary the conduction increment to a corresponding
block pattern on an entire level only by modifyingα. In conclusion, this leaves just one
free model parameter for the enumeration procedure, besides the varying conduction
ratio.

2. Upper Bound of the Conduction Constant α

Based on the feasible set description of Section 4.2.3, we are also able to set an upper
bound for the conduction constant α depending on the specific atrial rate. For each
according level it can be constrained as described in Algorithm 4.7.

Algorithm 4.7: Get Max Conduction Constant

Input: Current atrial cycle length A A used for calculation of the AV block
Output: Vector of the maximum conduction constants α̂ for each level
begin

for Level = 1 to 3 do
α̂= A A ·2Level

Part III - Calculation of Various Multilevel AV Blocks

In this part of the HEAT Algorithm, we explain how the various kinds of MAVBs are calcu-
lated in specific. As follows from the previous paragraphs, the enumeration variables so far
consist of the atrial cycle length A A as well as the conduction constant α. Furthermore, it
should be noted that a parallelization is implemented in the algorithm for faster calculation.
Therefore, we use the atrial cycle length to split up the problem to the maximum number
of cores provided by the computer. The existing task to solve the different kinds of MAVBs is
then processed one after the other. Constantly, the best solutions are compared to each other
using a specific objective function that can also be adjusted as desired between three differ-
ent kinds of mean absolute error (MAE), root mean squared error (RMSE), and normalized
mean squared error (NMSE). A detailed explanation on the objective functions and how the
objective function values are calculated, is given in Section 5.1.2.

1. Compute Varying Type I Block on Last Level - MAVB 1 & MAVB 2a

First of all, we need to come up with an idea how to compute a changing type I block
level with the best possible conduction ratios for the given conduction constant and
atrial cycle length. Before the start, the vector of the conduction increments ∆ is cal-
culated to get the desired conduction ratio, depending on the input intervals and the
current α. This was previously illustrated in Part II of the algorithm description. In
Algorithm 4.8, the basic approach is described which is similar to the classical linear
model. However, to compute varying conduction ratios we need another function to
get the best possible ones. The basic version hereof is implemented in Algorithm 4.9.
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Algorithm 4.8: computeTypeIBlockLevel

Input: Vector of incoming signal times in, conduction constant α, vector of
conduction increments ∆n+1:n

Output: Vector of conducted signal times
begin

ratio = getBestInitialConductionRatio()
k = 0
conductedSignal = in[0] +α+k ·∆n+1:n(ratio)
conducted.push_back (conductedSignal)
for i = 1 to in→getnSignals do

if in [i] > conducted [getnSignals - 1] then
conductedSignal = in [i] +α+k ·∆n+1:n(ratio)
conducted.push_back (conductedSignal)
k++

else
ratio = getBestConductionRatio()
k = 0

Algorithm 4.9: getBestConductionRatio - Type I Last Level

Input: Previous conduction ratio, current incoming signal number, vector of
incoming signal times in, vector of ventricular signals V , max. deviation

Output: Best conduction ratio
begin

minRatio = getMinConductionRatio (previousRatio)
maxRatio = getMaxConductionRatio (previousRatio)
for iRatio=minRatio to maxRatio do

k = 0
j = conducted→getnSignals

for i =iIncoming to iIncoming + iRatio do
conductedSignal = in[i] +α+k ·∆n+1:n(ratio)
k++
deviation = abs (conductedSignal - V [ j ])

if deviation > MAX_DEVIATION then
break;

else if k == iRatio then
bestRatio = iRatio

j++

return bestRatio
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All possible combinations from the lowest to the highest possible conduction ratio are
checked locally. 9 Additionally, we define a certain accuracy to check if the simulated
ventricular signal V fits to the corresponding measured R wave from the ECG. Missed
solutions are eliminated at once to prevent the problem to gain further complexity. In
consequence, Algorithm 4.9 finds the highest possible block cycle of (n +1) : n that is
within a certain accuracy. Using the approach presented in this paragraph, we are able
to calculate varying type I blocks as well as multilevel blocks in the kind of MAVB 2a.
Here, the first level of a continuous 2 : 1 block can easily be calculated with the basic
classical linear model. The regular conducted signals of the first level are then used for
the second level using the type 1 block computation algorithm.

2. Compute Varying Type I Block on First Level - MAVB 2b

If a changing type I block is on the first level followed by a continuous 2 : 1 block as
in the MAVB 2b, we can use a similar approach than the previous one, however, with
some modifications. Our proceeding and the basic idea is basically the same as in
Algorithm 4.8 to find the best fitting conduction ratio for the current block cycle. The
difference is now that we skip every second signal in the comparison to the ventricular
signals. Thus, for this type of MAVB we replace Algorithm 4.9 by the one described in
Algorithm 4.10. This way, we are able to simulate the 2 : 1 block on the last level.

Therefore, it needs to be discovered whether the current incoming signal is a “skipped”
one, hence blocked on the following level, or if it is completely conducted to the ventri-
cles. Because we define the first signal of the ECG sequence overall as to be conducted,
it follows logically that if there is an odd number of, so far, conducted signals on this
level, the current signal needs to be blocked.10 In the other case of an even number
of conducted signals, the previous signal must have been blocked on the second level
and the current one is conducted. Besides, there is a second difference in contrast to
the previous approach where the longest possible conduction ratio within a certain
accuracy was taken as best conduction ratio. Now, we actually calculate the objective
function values ob the possible block cycles and compare it to each other. This works
much better for this approach, because in case of a skipped signals logically no pos-
sibility of comparison to ventricular signal is. It should be noted that this approach
could also be used for type I block on the last level. However, in this case it turned
out that the comparison of the absolute deviation at a single signal works better than
the calculation of the actual objective function value of a complete block cycle. This is
caused by the fact that sometimes the correct solution is sorted out because of a sim-
ilar but slightly worse objective function value at a longer block cycle. In this case of
MAVB 1 and MAVB 2a, it was shown that the longer block cycle is more important than
the slightly better objective function value.

9 In the conduction ratio paragraph of Section 4.2.3 we defined this ratio from one block cycle to the other with ±3.
However, our results showed these variations of ±3 rarely occur and that the range ±2 includes the most cases.
Hence, we constrained this variable due to a better discrimination result and less false positive recognized AFib
ECGs.

10It would not make any sense to simulate a blocked signal at the beginning on an ECG strip, hence, we can just
define that the first atrial signal is conducted to the ventricles.
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Algorithm 4.10: getBestConductionRatio - Type I First Level

Input: Previous conduction ratio, current incoming signal number, vector of
incoming signal times in, vector of ventricular signals V

Output: Best conduction ratio
begin

minRatio = getMinConductionRatio (previousRatio)
maxRatio = getMaxConductionRatio (previousRatio)

for iRatio=minRatio to maxRatio do
k = 0
nConducted = conducted→getnSignals

for i =iIncoming to iIncoming + iRatio do
if isOdd (nConducted) then /* Skip signal */

nConducted++
k++
i++

conductedSignal = in[i] +α+k ·∆n+1:n(ratio)
blockCycle.add (conductedSignal)

j = nConducted
2

currentVentricular.add (V [ j ])
nConducted++
k++

solution = getObjectiveFunctionValue (blockCycle, currentVentricular)
if solution ≤ bestSolution then

bestSolution = solution
bestRatio = iRatio

return bestRatio

3. Compute Varying Type I Block Followed by a 2 : 1 / 1 : 1 Level - MAVB 2c

We defined earlier that in a MAVB 2c, there can either appear a 2 : 1 or a 3 : 2 block
on the first level. Furthermore, the second level can be a continuous 2 : 1 block or
only partially active with a changing 2 : 1 / 1 : 1 conduction. Although, we could use a
variation of the Algorithm 4.10, it is possible to reduce the complexity of this algorithm.
This is caused by the additional information about the conduction ratio on the first
level. The main difference, however, is the possibility to skip either two or just one
conducted signal in comparison to the ventricular signals. This way, we are able to
simulate a 2 : 1 block as well as a the 1 : 1 conduction on the last level, without actually
calculating the complete level at each conduction ratio.
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In conclusion, we just look for the next conducted signal that is able to strike a ven-
tricular signal within the defined range and count the skipped signals. If this number
is even then only one or two 2 : 1 blocks can appear. If this number is odd, there has to
be one 3 : 2 block. Additionally, there is the possibility that one complete block cycle is
skipped if a complete 2 : 1 block occurs on the first and the second level. To be more
specific, if three successive 2 : 1 block cycles on the first level conduct to two ventric-
ular signals thus the middle cycle would be blocked on the second level. In this case,
the number of skipped signals on the first level is 3, then we just add this specific con-
duction ratio and compare, once more, with a new incoming signal in the next step of
the loop.

Algorithm 4.11: getBestConductionRatio - Type I First, 1 : 1 / 2 : 1 Second

Input: Current incoming signal number, vector of incoming signal times in,
vector of ventricular signals V , number of so far compared ventricular
signals jVentricular, maximum deviation constant

Output: Best conduction ratio
begin

k = 0
maxSkippedSignals = 3

for i = iIncoming to iIncoming + maxSkippedSignals do
conductedSignal = in[i] +α+k ·∆n+1:n(twoToOne)
k++
deviation = abs (conductedSignal - V [jVentricular])

if deviation ≤ MAX_DEVIATION then
nSkippedSignals = i - iIncoming
break

if isEven (nSkippedSignals) then
bestRatio = twoToOne

else
bestRatio = threeToTwo

if nSkippedSignals < 2 then
jVentricular++;

return bestRatio

For the 2 : 1 / 1 : 1 block level, we need to check again if the following conducted signal
is within the defined accuracy of the according ventricular signal. But, we have the
additional information that only 2 : 1 or 1 : 1 blocks are possible. Hence, we can just
compare the next potentially conducted signal to the next ventricular one and if its
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within this certain range there is a 1 : 1 conduction. If not, the next signal is definitely
blocked and in consequence a 2 : 1 block on the current signal.

Algorithm 4.12: getBestConductionRatio - 2 : 1 / 1 : 1 Level

Input: Current incoming signal number, vector of incoming signal times in,
vector of ventricular signals V , maximum deviation constant

Output: Vector of conducted signal times
begin

j = conducted→getnSignals(); if j < ventricular→getnSignals - 1 then
nextConductedSignal = in[i+1] + computeConduction (oneToOne)

deviation = abs (nextConductedSignal - V [ j +1])
if deviation < MAX_DEVIATION then

bestRatio = oneToOne
else

bestRatio = twoToOne

else
bestRatio = oneToOne

return bestRatio

4. Compute Varying Type I Block Followed by two 2 : 1 / 1 : 1 Levels - MAVB 3

With the idea of Algorithm 4.11 presented in the previous paragraph, we basically build
the foundation for the three level algorithm. Now, the only difference is that there can
be a maximum number of 7 instead of 3 skipped signals on the first level. This case
happens if only 2 : 1 blocks occur on every level. But also every other case of 2 : 1 / 3 : 2
variation in between is covered. Hence, for the first level we just need to adjust the
number of nSkippedSignals. For the third level, the 4.12 can be used just in the same
way. For the second level however, we need to adjust this algorithm slightly and not
only compare the following incoming signal but also the one after that in case of a 2 : 1
block. Again, this is done to simulate a probable block on third level. With this last type
of multilevel AV block we covered all specified case that we defined on the medical
background. Now, it needs to be determined how the specified medical theory and
our models and algorithms build upon it, works at real life examples. These Numerical
Result are presented in the following Chapter 5.

HEATAlgorithm Summarized
With the presented algorithmic steps and optimization we are able to compute not only an
extraordinary result in the discrimination between regular atrial tachycardias and atrial fib-
rillation, but also this complex problem is solved within real-time. The numerical results of
this algorithm are presented in the following Chapter 5. Finally, the complete HEAT Algo-
rithm is summarized in Algorithm 4.13.
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Algorithm 4.13: HEAT Algorithm

Input: RR intervals
Output: AFlut / AFib discrimination
begin

Step I - Constraining the Enumeration Parameters
Algorithm 4.1, 4.2, 4.3, 4.4, 4.5

Step II - Determination and Constraint of the Model Parameters
Algorithm 4.6, 4.7

Step III - Calculation of Various Multilevel AV Blocks
Algorithm 4.8, 4.9, 4.10, 4.11, 4.12
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Chapter 5
Numerical Results
After developing a mathematical model and algorithms based on a well investigated medic-
inal background, we would like to confirm the presented hypotheses of this dissertation.
Therefore, we use existing and verified databases, as well as a very large and newly col-
lected data set of regular atrial tachycardias and AFib, which satisfies the highest possible
gold standard1. Based on this huge data set, we compare the presented methods and ap-
proaches against each other, to see the advantages and disadvantage of one or the other. On
the one hand, statistical approaches on this topic are tested, while we also demonstrate the
performance of the phenomenological models at real life ECG examples. Finally, we test the
HEAT software package in a detailed validation process and show the corresponding results.
Thereby, we confirm some of our innovative medical insights of second-degree AV block con-
duction mechanisms and the newly developed mathematical methods at real life examples.
As further validation, we compete with studies performed by physicians or other algorithms
on data that could be extracted from literature.

Before we get to these results, we now illustrate the verification requirements which guar-
antee a high quality of the used data sets and in conclusion the whole validation process.
The data sets are explained in detail in the first section. The basic method to discriminate
between the two cardiac arrhythmia is given in the presentation of various objective func-
tions. It is also described how the performance of different approaches and methods can be
measured appropriately and compared to each other.

5.1 Verification Requirements
To validate a diagnostic method it is absolutely necessary to guarantee the quality of the
used test data. In many cases of medical practice, an exact measurement of the required
values or a specific diagnosis cannot be made without an autopsy. Hence, in order to keep
the patient alive, a so-called gold standard test is required for this verification. It refers to
the best possible decision criteria of a test set, against which the new tests or results are
compared to.

In our case for example, the exact diagnosis for the prevalent supraventricular tachycar-
dia cannot be made easily. A gold standard criteria would be, to show a surface ECG to as
many specialists as possible and rely on their expertise. However, as seen in publications
in Section 2.1, even experts have a high misdiagnosis rate on the difficult, prevalent topic.
So another, probably more objective approach could be that the decision between regular
atrial tachycardias and AFib is made by evaluating whether the atrial conduction is regular

1Further explained in the following section.
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or chaotic. The atrial conduction can reliably be measured by an intracardiac electrogram,
which is unfortunately not available in general, but only the surface ECG. Therefore, we col-
lected a huge amount of intracardiac electrograms, to create the best possible gold standard
for differentiation between regular atrial tachycardias and AFib.

5.1.1 Heidelberg University Hospital Data Set
To test our algorithms and other approaches in a real world environment, we build up a huge
data set of supraventricular tachycardia cases. These were randomly extracted and include
simultaneously recorded surface ECG leads as well as intracardially measured electrograms.
We collected altogether 380 examples of AFlut and AFib in 160 different patients. Thereof, in
each case 190 ECG segments contain one of the two arrhythmias. Two or three varying time
frames of one patient were analyzed at the most. On the one hand, we use multiple time
frames to further confirm the computed AV block solution and a possibly correct detected
atrial rate. On the other hand, we want to reduce the risk for problems with ECG abnormali-
ties due to patients movement for example.

To discriminate between the different arrhythmias, the atrial signal from the intracardiac
(IC) electrogram was analyzed whether to be regular or irregular. A regular rhythm was de-
fined by a atrial variation of ≤ 5ms in one ECG segment. Contrariwise, a chaotic rhythm
could easily be recognized, because of its high and chaotic atrial variation. Hereby, the IC
signals were only used for the verification process of the date set and not as a data input
for the algorithm. For validation process on the other hand, only the RR intervals are used,
which can be obtained from a common surface ECG. This way, we managed to build proba-
bly one of the largest test data sets for the discrimination of regular atrial tachycardias from
AFib using the best possible gold standard. In the following it is called the Heidelberg Uni-
versity Hospital Data Set. 2

5.1.2 Objective Functions
Having a verified data set, we now want to describe the method to discriminate between
atrial tachycardias described by a regular atrial rhythm and atrial fibrillation coming with
chaotic excitations within the atria. In this context, all objective functions are illustrated that
are used to obtain the best result for this discrimination. The basic idea of our approach is,
to find a realistic AV conduction to a regular atrial rhythm that leads as exact as possible to
the ventricular activation measured in a surface ECG. If the the AV conduction depending on
the underlying mathematical model is correct, which is equivalent to the statement that the
simulated and the measured R waves are similar, it follows logically that the atrial rhythm
is in fact regular. On the other hand, if we are not able to find regular atrial intervals in
combination with such an AV block pattern, the atrial input is probably chaotic, hence AFib
is present.

To get a mathematical indicator for this discrimination, we compare the time series cal-
culated by means of the mathematical models, to the corresponding ventricular activation

2The study design was approved by the ethics committee of the University of Heidelberg and conforms to the
standards defined in the Helsinki Declaration.
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measured from surface ECG. In Figure 5.1, the diagnostic workflow of this approach is il-
lustrated at an example. The objective is to minimize the difference between the series of
simulated time points V j and the measured R j . The latter ones, in this case taken from lead
aVR, can be extracted from any surface ECG. The exact atrial cycle length of lead C S3/4 in this
case, on the other hand, can only be obtained by an intracardiac electrogram, which was dis-
cussed in Section 1.5. This intracardiac data is usually not available for decision making and,
in the entire dissertation, only used to verify the algorithm a posteriori. We implemented dif-
ferent types of objective functions, for which we aim to find a feasible set with the minimal
solution, respectively the deviation of the simulated to the measured ECG data. In the sec-
ond step, we compare this minimum to a certain cutoff value to decide whether the solution
is good enough to be valid or not. More information on the optimal cutoff value is given in
following Section 5.1.3.
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Figure 5.1:Diagnostic workflow of our approach. The algorithm simulates the atrial CL as
well as a characterization of the AV block type, here a MAVB with a 2 : 1 AV block
on the first followed by a type I block on the second level. The objective is to fit the
simulated ventricular data as exact as possible to the ventricular data measured
in the ECG. A further description of the workflow is given in the text.

As first optimality criterion, the L1 norm is used in combination with the number of ven-
tricular signals as scaling factor. This yields in fact to the mean absolute error (MAE) for the
final objective function, as shown in Equation 5.1. Secondly, we use two different techniques
based on the method of least squares (LSQ), or the L2 norm, to determine the correlation be-
tween the two signals. On the one hand, there is the root mean squared error (RMSE) given in
Equation 5.2, which is also commonly applied in statistics. Again, including the scaling fac-
tor of the number of ventricular signals and but in this case in combination with the L2 norm.
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Furthermore, there is the normalized mean squared error (NMSE) which additionally takes
the ECG time length into account, as can be seen in Equation 5.3.

Definition 5.1 (Objective Functions)
Let R j ∈R be the exactly measured ventricular ECG signal at the jth position in the analyzed
ECG sector T , with R ⊂ T . The objective function of a phenomenological model f is then
described as mean absolute error based on the L1 norm condition

MAE := ‖ f (A)−R‖1

n
= 1

n
·

n∑
j=1

∣∣V j −R j
∣∣, (5.1)

as root mean squared error based on the least squares condition

RMSE :=
√

‖ f (A)−R‖2
2

n
=

√√√√ 1

n
·

n∑
j=1

(
V j −R j

)2, (5.2)

or as normalized mean squared error also based on the least squares condition

NMSE := ‖ f (A)−R‖2
2

n · ( f (An)− f (V1)
) = ∑n

j=1

(
V j −R j

)2

n · (Vn −V1)
. (5.3)

4

The main differences of the approaches based on L1 or L2 norm are that the least squares is
described to be less robust, but stable, while the least absolute deviation is known to be more
robust, but with an unstable solution. Robustness in this case means that the MAE is more
robust to single outliers and the least squares give more weight to them. For the stability
on the other hand, the solution of the least absolute deviation can be affected in a large
amount even at only a slight change in the data, which is not a problem in the squared case.
Furthermore, with the normalization factor in the NMSE we are able to compare various
lengths of ECG strips, caused by faster respectively slower rhythms that are observed. We
implemented all three functions to see which is the best choice for the discrimination in our
specific case. The comparison of all objective functions is calculated with our entire ECG
database and given and discussed in Chapter 6.

5.1.3 Receiver Operating Characteristic
The receiver operating characteristic (ROC), also referred to as ROC curve, is a statistical tool
to illustrate and assess the usefulness of a binary classification system. These systems are
often used to analyze the quality and optimize diagnostic tests in medicine, for example tests
to find out whether a patient does or does not have a particular disease. In consequence,
the test can result in two different ways, either positive (diagnosing the disease) or negative
(classified as not having the disease). In our case, the test environment is an algorithm based
on a mathematical model that determines whether a patient has one or the other disease. A
positive test result is represented by a regular atrial conduction, followed by a certain AV
block pattern, which can describe the given RR intervals to a specified accuracy. Hence,
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this positive test result leads to the diagnosis of a regular atrial tachycardia or AFlut. On
the contrary, a negative result means that no regular atrial conduction and AV block pattern
could be found for a sufficient objective. This leads to the conclusion the atria has to be
irregular, ergo AFib. The four outcome possibilities of the test in our scenario are shown in
Table 5.1.

Actual arrhythmia

Predicted

AFlut AFib
AFlut true positive (TP) false positive (FP)
AFib false negative (FN) true negative (TN)

Table 5.1: Four outcome possibilities of the diagnostic test. Either the test environment cor-
rectly identifies AFlut, correctly rejects as AFib, or incorrectly identifies AFlut, in-
correctly rejects as AFib.

Sensitivity, Specificity, and Accuracy
As a statistical measurement tool for the differentiation in a binary classification system, sen-
sitivity and specificity are introduced in Equation 5.4. Sensitivity indicates the ability of the
test to correctly diagnose AFlut, which means the probability of the predicted AFlut patients
to all of those actually having the disease. On the contrary, specificity gives the probability of
the properly detected AFib patients (in other words not diagnosed as AFlut).

Sensitivity = TP

TP+FN
Specificity = TN

TN+FP
(5.4)

Now, the whole ROC curve is visualized by plotting the sensitivity against (1-specificity) over
the hole range of discrete discrimination thresholds. Actual ROC curves are displayed later
on in the validation section with a negative example in Figure 5.2a or a very good one in the
analysis of our approach in Figure 5.16. Further is to mention that the total accuracy of a
method can also be determined within one equation. However, this reduction comes along
with a loss of information compared to sensitivity and specificity.

Accuracy = TP+TN

TP+TN+FP+FN
(5.5)

Youden Index andArea Under the Curve (AUC)
To find the optimal discrimination threshold between the two clinical pictures, one has to
define a certain evaluation grid. This evaluation grid is in our case based on the objective
function values that are calculated by the three possibilities of Definition 5.1. Sensitivity and
specificity can then be calculated on every grid point i . If the threshold or cutoff value is
too sensitive, obviously the diagnostic test will find a high rate of AFlut patients, but also lots
of false hits of AFib patients misdiagnosed as AFlut. The same thing applies the other way
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around if the test is too specific. To get this optimal threshold, the sum of sensitivity and
specificity has to be maximized over all cutoff values. This correlates to the so-called Youden
Index [161], which is given by the difference between sensitivity and (1-specificity):

J (i ) :=Sensitivity(i )+Specificity(i )−1 (5.6)

Optimal cutoff =max
0...n

J (i ), i ∈ [0,n] (5.7)

The overall performance of a diagnostic test, can now be measured by the area under the
ROC curve (AUC), which is actually calculated by the integral of the ROC curve. The following
classifications can be used as an indicator for the test quality - the higher the AUC number,
the better the diagnostic test [31]:

0.90 ≤ AUC ≤ 1.00 : excellent

0.80 ≤ AUC < 0.90 : good

0.70 ≤ AUC < 0.80 : fair

0.60 ≤ AUC < 0.70 : poor

0.50 ≤ AUC < 0.60 : fail

5.2 Validation of Statistical Approaches
The following statistical approaches were discussed in section 3.1 in detail, has been imple-
mented to the HEAT software package based on the literature model and are now applied to
our data set.

5.2.1 RR Interval Periodicity
After an analysis of the RR interval periodicity, tested with our data set, we come to the same
result as Krummen et al. in [78]. In the best case3 the RR interval periodicity results in a
sensitivity of only 29% at a specificity of 89%. The AUC value of 0.55 shows the total failure
of this test, which can also be seen in the ROC curve of Figure 5.2a. According to test classi-
fication of 5.1.3 this means that the RR interval periodicity test is just worthless. Hence we’d
like to point out, that in fact, the differentiation of AFib and AFlut only based on the irregular
irregularity of the RR intervals cannot be done at all.

5.2.2 Heart Rate Variability and Poincaré Plots
Although the RR interval periodicity is not applicable, as just pointed out, to analyze the HRV
with the help of Poincaré plots actually works quite well on long time recordings, as Esperer
et al. [39] showed. In order to test this method on short ECG series and then to be able to
compare it to our approaches, we implemented their methods in the HEAT software package.
This way, it was possible to apply this test to our data set at a ECG length of 16 RR intervals.
We then searched for the specific AFlut and AFib morphology, they described. We found that

3Best solution received at an ECG length of 16 RR intervals.
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a) ROC curve of the RR interval periodicity test b) Poincaré plot of AFlut with island pattern

c) Poincaré plot of AFlut with no distinct pattern d) Poincaré plot of AFib with no distinct pattern

Figure 5.2: In Figure 5.2a the RR interval periodicity is displayed in a ROC curve. The curve
hardly leaves the diagonal, which shows the overall failure of that test. The other
three examples are Poincaré plots to analyze the HRV. Here, one can especially
recognize in 5.2c AFlut compared to 5.2d AFib that there is no visual difference in
the pattern at all.
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64 cases indicated an AFlut island pattern, as exemplary displayed in Figure 5.2b. All other
316 cases could not be discriminated clearly, based on the Poincaré plots. Especially, in the
case of atrial fibrillation, to recognize a certain fan shaped pattern, was not possible with
this amount of RR intervals, see Figure 5.2d. The results showed a sensitivity of 27% and a
specificity of 0%. Even if the described AFib pattern is completely ignored and just the island
shape is used as a discriminator for or against AFlut (in other words no island shape equals
AFib), one comes to a specificity of only 57% because of the many false positives.

Naturally, the number of data points must exceed a significant statistical number and 16 is
by far not sufficient. For comparison, in a 24 hour Holter recording, there are usually about
100000 RR intervals. In conclusion, one can say that as an analyzer, visualized Poincaré plots
of the HRV, are only useful in long-term ECGs, but not in clinical common, short surface
ECG recordings.

5.3 Validation of Phenomenological Approaches
The various phenomenological approaches were built upon the basic AV node characteris-
tics illustrated in Chapter 2. The according mathematical models were specifically defined in
Chapter 3.3. Building on that, we implemented these models in our software package HEAT
to show some real life ECG examples solved with the according models and to discuss their
advantages and disadvantages.

5.3.1 Classical AVBlock TypeModels and the FirstMultilevel Approach
There are two different classical models described in this thesis, which were directly built
upon the basic AV node conduction rules that arise within supraventricular tachycardias.
We tested these models for one AV block level, but also extended it up to three possible block
levels. This was the first approach to create a model including the combined multilevel con-
cept. Obviously, with respect to the AV node characteristics in supraventricular tachycardias
and the development process of these models, they work fine for very regular examples of
typical AFlut without any changes in conduction ratio. But in particular with the extension
to multiple block levels, some changes in the RR intervals could be described realistically.
Figure 5.4a shows the classical linear model with two consecutive block levels that lead to
variations in the RR intervals. This solution could be verified via intracardiac electrogram
and the atrial cycle length was exactly found to the according AV block pattern. Nevertheless,
the ventricular variations in this examples are still more or less regular, despite the MAVB.

In case of the square root model there are decreasing instead of increasing conduction in-
crements. However, this difference between typical and atypical type I is in not the crucial
component here. As we mentioned earlier, these variations which are reflected in the con-
duction time, are most likely to be patient dependent. The different behavior in the models
can be used as refinement, or probably even be neglected if the basic model is good enough.
The main problem of these two classical models though, is their inflexibility to changes in the
conduction ratio, which can be seen at most of the more difficult examples of atrial tachy-
cardia. Hence, even with the extension of multiple block levels, this model is not sufficient
to explain all AV conduction characteristics.
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5.3.2 Recovery Curve Approach
We implemented two of the different approaches in the HEAT software package which are
based on the AV nodal recovery curve, described in Section 3.3.2. Compared to the classi-
cal models, the main advantage of this concept is that it is more flexible in the conduction
pattern on one AV block level. More precisely, these models are able to explain alternating
type I conduction sequences. One example for such a rhythm is given in Figure 5.3a, where
the conduction pattern changes from 3 : 2 to a 2 : 1 ratio on alternating basis. In Figure 5.3b,
a 6 : 5 block is described in which one can see the another effect of the exponential func-
tion. There is a decrease in the interval length, starting with the first conducted beat. In this
case, it is followed by an increase at the last conducted beat within one block cycle, which
is caused by the double exponential function given by Shrier et al. This effect could explain
some of the atypical form of the type I block pattern, as illustrated in this specifications in
Chapter 2.

a) Alternating block pattern of 5 : 3 computed
with the basic Shrier model.

448       413      408      425          664           448       413      408       425

b) 6 : 5 type I block pattern computed with the
double exponential function of Shrier.

Figure 5.3: Solutions computed with the recovery curve model of Shrier, which was imple-
mented in the HEAT software package. Both examples adapted from Shrier et
al.[132]. On the left-hand side, there is an alternating AV block pattern of 3 : 2 and
2 : 1, which results in a total conduction ration of 5 : 3. This solution was com-
puted with the basic Shrier model, however with different parameters (see also
text). On the right-hand side, the typical exponential decrease, followed by an in-
crease of conduction interval length of the recovery curve models is illustrated.
This solution was simulated with the double exponential function of Shrier.

Figures 5.3a was computed with the basic Shrier model function of Equation 3.24, includ-
ing one exponential term. However, this model was not able to reproduce the desired AV
conduction pattern with the specified parameters by Shrier et al. As they described in their
publication, this model had some inaccuracies for the measured patient specific parameters.
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Nevertheless, we enumerated these parameters and were able to find a pretty good solution
with the given atrial cycle length for this example. The main difference between the two
Shrier models is similar to the one in the classical models. In fact, with the double exponen-
tial function more or less the atypical type I could be explained, while the basic Shrier model
fits rather to the typical type I definition, given in Chapter 2.

a) Classical linear model applied on an atrial flut-
ter ECG example.

b) Probably wrong conduction mechanism of a
recovery curve model.

Figure 5.4:On the left-hand side, the atrial cycle length of 256 ms was exactly found with the
linear model applied on two AV block levels. It shows a 5 : 4 type I block followed
by a 2 : 1 conduction block. The right-hand side figure shows a probably false con-
duction mechanism of recovery curve model, found with the double exponential
Shrier model via enumeration. Further details are explained in the text.

However, for both Shrier models applies that they did not have the desired precision. As
previously stated in the discussion of Section 3.3.2, the biggest problem with this model is its
strong dependency on the atrial cycle length. We did an extensive analysis of these two mod-
els at various test examples and came to the same conclusion. For some individual examples
it works quite well with the ability of displaying the alternating phenomenon. Applied on fur-
ther real life examples, however, this approach does not display all of the conduction phe-
nomena of the second-degree AV block correctly, even when we do not take MAVB examples
into account. Figure 5.4b shows a case where in fact, a solution was found by enumeration
with the double exponential Shrier model, but also the problem of this model becomes obvi-
ous. One can see that although such changes in conduction ratio could be described by the
sudden prolongation of the conduction time, it is most unlikely to be the correct conduction
mechanism when we keep the medical background of Chapter 2 in mind. Supporting this
negative example, there is also the fact that this special kind of conduction only work for
this particular case, while most of the atypical AFlut examples could not be described by the
recovery curve models.
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5.4 Detailed Validation of the HEATAlgorithm
In this section, we are finally going to analyze the fundamental achievements of this disser-
tation in detail. We use various data sets specified in the Verification Requirements Section
5.1 to validate the HEAT Algorithm and put it to the acid test at all kinds of real life example.
Additionally, we compare our method against other algorithms and data sets from literature
to get a further and comparable impression of its performance. Numerous possible kinds
of AV blocks are shown of these examples and confirmed with intracardiac recordings. Alto-
gether, we want to prove the underlying medical theory and mathematical models which we
developed in this thesis, in the best possible way. All numerical results are also summarized
and collected for a better analysis overview in Table 6.1 and 6.2 in the following Chapter 6.

5.4.1 HEATValidation Against Other Data Sets
There are several papers which focus on the AFlut versus AFib discrimination done by
physicians, as well as papers that try to explain the complex processes in the AV node
[14, 24, 75, 78, 79, 131]. The according challenges were described in Chapter 2, as well as the
additional difficulties that arise with MAVB. As an additional validation for our algorithm,
we now present results from HEAT applied to the ECG examples of those publications, as far
as we could extract proper ECG data.

Knight et al. - Electrocardiographic Differentiation of AFlut fromAFib by Physicians [75]

Figure 5.5:Atrial Flutter from Knight et al. correctly diagnosed by the HEAT Algorithm.
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In this paper, Knight et al. showed the frequent misdiagnosis of physicians in the discrim-
ination of AFlut from AFib. The details of this paper were described in Section 2.1.2. Even
though there were only three ECG examples used, they presented an overall misdiagnosis of
over one-third, including experts like cardiologists. The HEAT Algorithm, on the other hand,
reached a sensitivity and specificity of both 100%. Furthermore and even more impressive,
we can show at the example ECG of atrial flutter in Figure 5.5 that the HEAT Algorithm was
able to find the correct solution including the exact atrial rate. In this example one can see
with a simple view at the figure that the calculated atrial rate of 218ms fits perfectly to the P
waves of the presented ECG. The computed solution indicates a MAVB with 2 : 1 conduction
on the first level, followed by a varying type I block. To summarize, the HEAT Algorithm was
able to get an improved result of 52 % in comparison to the physicians in the paper.

Kosowsky et al. - Multilevel Atrioventricular Block [77]
This paper is one of the essential publications about the MAVB and was presented in the dis-
cussion of Section 2.3. We extracted 10 surface ECGs with atrial flutter cases, which Kosowsky
et al. all describe in the paper with various multilevel AV blocks. In this section, we show one
example out of the paper of solutions calculated by the HEAT Algorithm. Another exemplary
solutions of this data set are shown in Appendix B.

Figure 5.6:MAVB 2a solution calculated by the HEAT Algorithm of Kosowsky’s “Figure 1” [77].
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In Figure 5.6 the HEAT Algorithm computed the same solution as suggested by Kosowsky. At
the top of this figure, the calculated atrial rate is superimposed over the given ECG lead to
compare to the P waves which equals exactly the described atrial rate of 212ms. At the bot-
tom, the original ECG can be seen to verify the HEAT input data of the RR intervals. Besides,
the MAVB pattern presented by Kosowsky et al. is shown below the ventricular level. Clearly,
it can be seen that the MAVB type found by the HEAT Algorithm of a 2 : 1 block on the first
and a varying type I block on the second level, also correlates to the pattern as described in
the paper. In total, the HEAT Algorithm was able to solve 9/10 of these MAVBs, despite the
bad ECG quality and the little number of RR intervals acting as input data.

Slama et al. - Multilevel Block in the Atrioventricular NodeDuring Atrial Tachycardia and
Flutter AlternatingwithWenckebach Phenomenon [134]
As discussed in Section 2.3 and 2.4, Slama et al. investigated very interesting facts about the
conduction in the AV node and MAVB theory. They described several examples of their data
set in detail, including the intracardially measured atrial cycle length and the according AV
block pattern. All studied patients suffered from atrial flutter or regular atrial tachycardia
with absolute regular atrial rhythm. In patients with a restored sinus rhythm, who were suc-
cessfully treated by atrial stimulation, the fast atrial rhythm was reproduced by incremental
atrial pacing [134].

Figure 5.7:MAVB 2a solution calculated by the HEAT Algorithm of Slama’s “Figure 1”, which
was presented in [134].

We extracted 15 different examples from the paper, on the one hand, to build an additional
validation data set. However, this was done not only to prove the successful AFlut recognition
of the HEAT Algorithm but especially to show its quality by reproducing the described AV
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block type. Additionally, it can be proved whether, or in which cases, the HEAT Algorithm
is able to compute the correct atrial rhythm exactly. In this paragraph, three different kinds
of multilevel AV block types computed by the HEAT Algorithm are shown. Further figurative
solutions of this data set are illustrated and can be reviewed in Appendix B. Besides, the
detailed validation of all ECGs that could be extracted of the paper of Slama et al. is described
in Table 5.2.

Figure 5.8:MAVB 2b solution calculated by the HEAT Algorithm of Slama’s “Figure 4” [134].

Figures 5.7 shows a MAVB 2a with a 2 : 1 block on the first level and a varying type I block
on the second. The atrial rate was correctly calculated by the HEAT Algorithm at 240 ms,
which equals exactly the measured atrial rhythm that was described in the paper. At the
bottom of the figures, the original ECG can be seen with the input data of the RR intervals.
The computed AV block type is described in the middle, while at the top the calculated atrial
rate is superimposed over the ECGs P waves for comparison. The second two level type
of a MAVB 2b is described in Figure 5.8. The HEAT Algorithm computed a solution with a
varying type I block on the first level and a 2 : 1 block on the second precisely like described
by Slama et al. Although the atrial rhythm for this example was not denoted in the paper, one
can see at the intracardiac signal that it was correctly found at 229 ms by the superimposed
intracardiac over the calculated atrial signal. As in example 4, the atrial rate is not specified
in the paper in ECG 5a and 5c. Nevertheless, the superimposed solution in the surface ECG
lead can be checked visually in these cases. In all of these specific examples the computed
atrial cycle length fits perfectly to the P waves or the intracardiac signal. This can be reviewed
in Figure 5.8 as described above or in Appendix B in the case of Figure B.3 and B.4.

Finally, to come to the validation of the HEAT Algorithm by means of this data set, the
analysis is explicitly listed in Table 5.2. As mentioned above, all examples came with a totally
regular atrial rhythm exactly measured by intracardiac (IC) electrogram or respectively given
by atrial pacing. There are some atrial flutter examples where a correct solution was found
but the atrial rate was missed. On the one hand, this can be explained with too little input
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data with the available RR intervals, to compute the fitting atrial cycle length. Most of the
times, these examples are rather simple AV block cases with a 2 : 1 conduction ratio, as e.g.
in ECG 7b. In these cases the correct atrial cycle length with the according AV block is in the
solution set, but due to the regularity of the examples the algorithm just finds another atrial
rhythm with a better objective function value based on the specified model and parameters.

ECG Length Gold Std. A A Solved A A Correct Block Type

1 16 RR IC 240 ms yes yes MAVB 2a
2 9 RR IC 220 ms yes yes MAVB 2a
3 10 RR IC 330 ms yes no MAVB 2b
4 16 RR IC 229 ms yes yes MAVB 2b
5a 20 RR Surface ECG4 300 ms yes yes 2 : 1
5b 20 RR Surface ECG n.a. yes no MAVB 2b
5c 16 RR Surface ECG 295 ms yes yes MAVB 2a
6a 14 RR IC 250 ms yes no MAVB 3
6b 9 RR IC 200 ms yes no MAVB 3
7a 8 RR IC 545 ms yes (no) 5 : 4
7b 7 RR IC 353 ms yes no 2 : 1
7c 15 RR IC 316 ms yes no MAVB 2b
7d 9 RR IC 273 ms yes yes MAVB 2a
7e 8 RR IC 261 ms yes yes MAVB 2b
7f 12 RR IC 207 ms yes yes 2 : 1 / 2 : 1

Table 5.2: The complete validation data set of ECGs presented by Slama et al. [134] and the
calculated solutions by the HEAT Algorithm. Further information is given in the
text.

Furthermore, it should be mentioned that in Slama’s ECG 7a the correct one level solution
with a 5:4 block was found as best solution from the HEAT Algorithm. The wrong atrial cy-
cle length is in this case only caused by the defined parameter settings. We fixed the upper
bound for the atrial cycle length at 400 ms as described in Section 4.2.3, where also the rea-
sons for this were explained in detail. Hence, we excluded this case completely in the calcu-
lation of the correctly found atrial cycle lengths. For the two three level examples, the HEAT
Algorithm found a two level solution. Again, this could come from the short ECG length
which leads to another AV block type. Nevertheless, the most important thing in all of these
solutions is that they were diagnosed correctly as regular atrial tachycardia or AFlut. In fact,
with our approach we were able to find the correct diagnosis for all specified examples. The
HEAT Algorithm was also able to compute the correct multilevel AV block types in many ex-
amples as well as in 57 % the exact atrial cycle length, despite the short ECG lengths. This
result further proves the quality of the HEAT Algorithm and of our approach in total.

4For the examples denoted as “surface ECG”, the intracardiac measurements were just not specifically stated in the
paper.
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Masé et al. - Nodal Recovery, Dual Pathway Physiology, and Concealed Conduction
Determine Complex AVDynamics in HumanAtrial Tachyarrhythmias [98]
This paper was not explicitly described so far, but mentioned in Section 3.3 when we dis-
cussed the recovery curve approaches. Masé et al. modeled the AV node dynamics in a dual
pathway approach also based on the recovery curve model. They also mentioned the preva-
lent difficulties in understanding the AV node processes that arise in atrial tachycardias. As
an additional validation from literature, we extracted one ECG example that was given in
their paper including the intracardiac signal. In Figure 5.9, one can clearly see the correct
solution including the atrial cycle length. Masé et al. described also they same number and
pattern of blocked atrial waves that lead to the ventricular block pattern in total as 3 : 1 at
the beginning and 5 : 1 at the end of the ECG. However, with our approach realized in the
HEAT Algorithm and based on the medical concept of the MAVB concept as well as further
specifically defined assumptions, we are once more able to explain the processes in the AV
node.

Figure 5.9:MAVB 2b solution calculated by the HEAT Algorithm extracted from Masé [98].

Morrison et al. - Computer Detection of Atrial Flutter [108] - (GlasgowAlgorithm)
To compare HEAT to other ECG interpretation algorithms, described in Section 4.1.2, was
not possible on our data set, because we obviously couldn’t implement all other approaches.
Nevertheless, we tried to find accessible data sets to compare the different approaches. Un-
fortunately, the only available data set we could extract was given by the algorithms publi-
cation in case of the Glasgow algorithm. Here, Morrison et al. show three ECGs, of which
their “newly upgraded” Glasgow algorithm fails to detect two out of three. One of the exam-
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Figure 5.10:One level solution calculated by the HEAT Algorithm of Morrison’s Figure 3a
[108]. The figure shows an atrial flutter example with a varying type I AV block.

ples was an AFlut with 2 : 1 AV block. In Figure 5.10, the correct solution of the second atrial
flutter example is shown with a varying type I block. We are aware that this data set is rather
small and they showed it to illustrate the still occurring trouble the Glasgow algorithm has.
Nevertheless, the HEAT Algorithm is able to solve all of these problems causing examples
easily. Hence, we can conclude in this case that the HEAT Algorithm improves the Glasgow
software by 200 % based on this data set.

5.4.2 Validation Against Heidelberg University Hospital Data Set
In this section, we present the enormous data set of 380 ECGs which we collected at the
Heidelberg University Hospital with the highest possible gold standard of intracardiac mea-
surements. Hereby, we illustrate additional AFlut cases which further confirm our presented
theory of the MAVB, while we are also able to validate the quality of the HEAT algorithm
once more. As mentioned in the Verification Requirements of Section 5.1, this data set was
randomly extracted and includes typical as well as atypical AFlut ECG examples, besides the
AFib cases.

First of all, it can be noted that the MAVB is a rather common phenomenon. Nearly all
of the 190 AFlut patients suffered from a MAVB with more than one level, based on our as-
sumptions about the AV node characteristics of Chapter 2. Here, the HEAT Algorithm was
not only able to achieve an outstanding discrimination result between the two arrhythmias,
presented in the following, but also to compute the exact atrial cycle length in over 52% of
the AFlut cases. This result on a such high number of test cases clearly confirms our devel-
oped combined multilevel concept of the AV node. We further investigated that two active
AV block levels seem to be the most common type by far. Especially, the MAVB 2a with a
continuous 2 : 1 block on the first level and a varying or constant type I on the second level
could be detected most frequently. This was also confirmed by the exact atrial cycle length
that could be calculated by the HEAT algorithm in conjunction with the MAVB 2a.
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Furthermore, also the other two level types of MAVB 2b and 2c could be confirmed. How-
ever, the distinction between these two is probably not so clear as these types are rather
similar. In fact, all two level types are able to vary in their specific kind over a longer time pe-
riod, which is totally conform with our theory developed in the previous chapters. Besides,
we determined that the MAVB 2c can actually be seen as a kind of mixture between the other
two. More on that topic is given in the specific examples in the following. Moreover, the
MAVB 3 could be verified for several examples. To be more specific, in about 10% of the total
number of AFlut test cases a MAVB 3 occurred and could be computed by the HEAT Algo-
rithm exactly to the millisecond. This knowledge also accords to discussed assumption that
the MAVB 3 is rarer than the other block types. There are also MAVB 3 examples presented in
this section in the following.

Figure 5.11:MAVB 2c computed by the HEAT Algorithm of an Example including intracardiac
measurements from the HD University Hospital data set.

We now would like to present some more interesting MAVB examples of this data set in
detail. First, another case of the MAVB 2a can be examined in Appendix B as we already pre-
sented this kind of blocking pattern earlier. Nonetheless, we would like to highlight in this
Figure B.7 that the P waves are almost not visual in the surface ECG of lead (V6). Thus can
be concluded that other approaches using signal processing methods, as other algorithms,
would very likely have problems in detecting the regular atrial rhythm due to the facts dis-
cussed in Section 4.1.3. The same problem with the missing P waves can be observed in the
surface ECG leads of Figure 5.11. The difficulty to recognize AFlut in this ECG is aggravated
by the fact that the RR intervals are extremely irregular. The HEAT Algorithm however, com-
puted a MAVB 2c solution for this patient of which we can strongly assume to be the correct
AV block type. The correctly calculated atrial cycle length of 302 ms can be checked at the
superimposed intracardiac leads of Halo 3/4 and Halo 5/6 on the top of the figure.

120



NUMERICAL RESULTS CHAPTER 5

Figure 5.12: Special kind of MAVB 2c with one block level turning from active to inactive.
In the first ECG clearly a MAVB 2a is visible described by a type I block on the
second level. A few seconds later on the bottom ECG recording, this block level
turns almost completely inactive. Further description is given in the text.
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We would like to especially emphasize the next AFlut case. This example verifies not only
the whole MAVB concept, but in particular our theory that singular AV block levels can be-
come active or inactive. Furthermore, it also proves our basic assumption that the con-
duction mechanism arises from the same rather than from two distinct electrophysiologic
mechanisms. Thus, the combined as well as the multilevel part are verified by this case. Now,
the ECG in Figure 5.12 is continuously recorded which means that the beginning of the ECG
at the bottom, proceeds directly at the end of the ECG at the top. It can be seen that slight
variations in the atrial cycle length can occur over a longer recording time period despite a
“regular” rate. And while the atrial cycle length changes from 214 ms to 216 ms, also the AV
block levels are adjusted. In the first part there is a MAVB 2a with a varying type I block on
the second level. A few seconds of recording later, the second level changes into an almost
continuous 1 : 1 conduction with just one blocked signal within 24 RR intervals. In conclu-
sion, this level becomes inactive most likely due to the slight slowing of the atrial rate of 2 ms.
This example furthermore indicates that the MAVB 2c can be seen as kind of connecting link
between MAVB 2a and 2b.

Figure 5.13:MAVB 3 with two levels continuously blocking with a 2 : 1 pattern and the third
level changing between 1 : 1 and 2 : 1 conduction.

Next, the particular case of a MAVB 3 is presented for the first time at two specific exam-
ples. Despite the extremely slow heart rate of 42 beats

min illustrated in the ECG of Figure 5.13,

the patient suffers from atrial flutter with 223 beats
min within the atria. This can be explained by

three active AV block levels. In this case, the first two levels are blocking continuously with
a 2 : 1 ratio and the third level varies between active and inactive. Once more, the HEAT Al-
gorithm was able to compute the atrial cycle exactly length to the millisecond. Figure 5.14
is even more interesting due to the variations in conduction ratio on every block level which
also lead to a MAVB 3. Here, several changes between 2 : 1 and 3 : 2 conduction ratio appear
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on the first level. As we assumed in our theoretical concept about the conduction mecha-
nisms of the AV node, one can clearly see that these changes on the first level consequently
result in changes on the subsequent levels. Similar to the examples before, our combined
multilevel concept is furthermore verified due to the exactly computed atrial cycle length
and in these two particular cases for three block levels. Besides, further solution examples
out of the Heidelberg University Hospital data set can be examined in Appendix B.

Figure 5.14:MAVB 3 with one level of varying 2 : 1 / 3 : 2 blocking followed by 2 levels with a
changing 1 : 1 / 2 : 1 conduction.

5.4.3 Validation Summary
After these diverse real life ECG examples of various kinds of multilevel AV blocks, we would
like to analyze the HEAT Algorithm more on the whole but also applied on the Heidelberg
University Hospital data set. As mentioned earlier, we examined ECG lengths from 5 to 24 RR
intervals and calculated the best possible discrimination values for each ECG length. There-
fore, we computed the ROC curve as well as the solution spreading of depending on various
objective function values. Additionally, we used all three different objective functions to cal-
culate the solution values to determine which one provides the best possible discrimination
result between AFlut and AFib. However, it was exposed by the analysis of various objective
functions that although there can be slight variations seen in the discrimination results, no
significant difference could be identified in their quality.

For the various number of RR intervals the Youden index J (i ), which was specified in Sec-
tion 5.1.3, shows the quality of the discrimination between the two arrhythmias. It could be
established that starting from a length of 8 RR intervals J (i ) > 0.50 which equals a sensitivity
and specificity from each 0.75. Below that number, although the correct AFlut result can be
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computed, there are still a lot of false positives obviously. However, the discrimination result
constantly improves with an increasing ECG length and hence the additional information.
As we already discussed, this goes on until a certain point where the ECG is eventually too
long and even slight variations within the atria despite a “regular” atrial rhythm, make the
underlying model assumptions invalid. In conclusion the best results have been determined
in the ECG range of 16 to 23 RR intervals with constantly J (i ) > 0.60.

Final Discrimination Result of the HEATAlgorithm
To be more specific, the HEAT Algorithm managed to reach a Youden value of J (i ) = 0.68, a
sensitivity of 0.81, and a specificity of 0.87 at number of 22 RR intervals. These good discrimi-
nation results can be observed in solution spreading in Figure 5.15. Here, the vertical dashed
line shows the optimal cutoff value that guarantees the best discrimination. Furthermore,
this solution leads to a total accuracy of 84%.

Figure 5.15: Solution spreading of the objective function values of the HEAT Algorithm ap-
plied on the HD University Hospital data set.

In Figure 5.16, the ROC curve shows the HEAT Algorithm applied on the Heidelberg Uni-
versity Hospital data set. In this curve, the consistently outstanding performance of our ap-
proach is validated. With an Area Under the Curve (AUC) value of 0.90, the quality of our
approach can especially be demonstrated in total. According to the classification indicator
of diagnostic tests, presented in Section 5.1.3, the HEAT Algorithm is classified as excellent.
Finally, we would like to draw the attention to the fact that all of these impressing results
were not only calculated within real-time but within 1 to 3 seconds. The variation only de-
pends on the complexity of the underlying RR input data. In conclusion, this means that we
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managed to reduce the enormous complexity of the underlying inverse simulation problem
drastically by means of our model and algorithmic optimization.

Figure 5.16:ROC curve of the HEAT Algorithm applied on the HD University Hospital
data set.
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Chapter 6
Summary
In this final chapter, we would like to summarize the mathematical improvements and con-
tributions that were developed in this thesis by an algorithmic approach to the inverse sim-
ulation of cardiac arrhythmia. Furthermore, we illustrate the gained medical insight espe-
cially about the complex behavior of the AV node characteristics. We managed to create an
entirely novel mathematical model as well as an algorithmic concept that is able to explain
most of the AV node characteristics easier, more precise and effective. Besides, possible areas
of application of the Heidelberg Electrocardiogram Analysis Tool (HEAT) Software Package
are examined. We also recapitulate the HEAT Algorithm in comparison to other approaches
on the topic of discriminating regular atrial tachycardias including AFlut from AFib. Finally,
we especially want to highlight the impact that the accomplished mathematical innovations
could have in medical application, on the health care system, and in particular and most
important on the patients.

We explored the functionality and dynamics of the human heart as well as the complex
conduction characteristics between atria and ventricles in detail. To approach the existing
discrimination problem, various modeling techniques from different perspectives were an-
alyzed. In particular, we investigated statistical as well as first principle methods on a cellu-
lar basis and showed why our approach of a phenomenological model is superior. We also
tested statistical methods at our data set of the Heidelberg University Hospital. The results
and the drastic improvements of our approach compared to these methods are illustrated in
Table 6.2. Additionally, existing phenomenological models from literature were examined,
while we also tested multiple specifically developed approaches.

Based on this, we established an entirely new concept to model atrioventricular dynamics
in order to describe the electrical processes in the human heart more complete and better in
detail. While this kind of mathematical model can be easily simulated forward if all patient-
specific model parameters were known, in our context of an inverse simulation though a
non-standard optimization problem arises. The combined combinatorial and nonlinear na-
ture together with variable dimensions on different block levels make this problem class
highly difficult. Nevertheless, we managed to drastically reduce the complexity of the ex-
isting discrimination problem which leads to an enormous run time acceleration, providing
a diagnostic result within real-time. In particular, the HEAT Algorithm is able to compute a
highly reliable diagnostic result within a run time of only 1 to 3 seconds.

One further unique feature of the HEAT Algorithm is that the analysis occurs solely based
on the input data of RR intervals, without any additional ECG information. As described in
Chapter 4, most of the existing algorithms need much more information for their rhythm
analysis. Here lies one of the major advantages of our approach. Not only is the data ac-
quisition less error-prone for example against ECG artifacts, which are common especially
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in patients with cardiac arrhythmias, but it also makes a whole new area of application ac-
cessible. This can be all kinds of ECG hardware that produce a standard 12-lead ECG to de-
vices that only return a single-lead ECG recording. These are for example implantable ECG
recorders or modern attachments to mobile devices, or else. Even less input data is gained,
when using the pulse curve, respectively the pulse signal. This could also be a further area
of application for the HEAT software package. This would add devices like blood pressure
monitors, modern mobile devices itself, and much more to the input data acquisition possi-
bilities. However, it still needs to be determined whether the pulse curve is accurate enough
as measurement for the RR intervals.

Finally, we would like to present the outstanding numerical results we achieved with the
mathematical tools developed in this thesis. To validate the HEAT Algorithm, we established
the world’s largest database with verified cases of the considered cardiac arrhythmia. We ver-
ified our software package not only against this data set but also at other databases that were
received from literature. This way we were able to compare our approach on the specific
AFlut / AFib discrimination problem with physicians as well as other computerized algo-
rithms. The results are summarized in Table 6.1. Here, the “A A correct” column not only
shows the percentage of the correctly diagnosed AFlut examples, but additionally where the
HEAT Algorithm was able to compute the exact atrial cycle length to the millisecond. In con-
clusion, this clearly confirms our developed combined multilevel concept of the AV node as
well as the specific MAVB types we defined. Furthermore, the HEAT Algorithm applied on
the huge Heidelberg University Hospital data set accomplished a discrimination result be-
tween the two arrhythmia of 0.81% sensitivity and 0.87% specificity. In addition, the quality
of our approach can especially be demonstrated at the Area Under the Curve (AUC) value of
0.90. According to the classification indicator of diagnostic tests[31], the HEAT Algorithm is
therefore classified as excellent.

To summarize, we developed, implemented and evaluated a specifically tailored solution
algorithm that outperforms standard approaches by orders of magnitude with respect to run
time, sensitivity and specificity. In consequence, our software package, including a mobile
app, is able to assist a physician with a diagnostic result right at the patient’s bedside. One
important result of this thesis is clearly that the developed mathematical tools are able to
solve this medical application problem from start to finish. In consequence, the mathema-
tical basis creates a better understanding of the AV node mechanisms, which could lead to
correctly diagnosed and potentially cured patients.
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Appendix A
Models &Algorithms
In this Appendix we show models and algorithms as a supplement respectively in more de-
tail.

Algorithm A.1: Square root model of the classical AV block types.

Input: m incoming signals Ai , conduction constant α, conduction increment ∆
Output: n conducted signal time points V j

begin
V1 = A1 +α
k = 1
j = 2
for i = 2 to m do

if Ai >V j−1 then /* Signal can be processed */

V j = Ai +α+2
p

k ·∆
j = j +1
k = k +1

else /* Signal can not be processed */
k = 0

n = j −1
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Algorithm A.2: Second Shrier version of the AV nodal recovery curve models.

Input: m incoming signals Ai , conduction constant α, refractory time θ, patient
dependent constants β̂, ∆, τrec, τfat, AV conduction time at the first beat AV1

Output: n conducted signal time points V j

begin
V1 = A1 + AV1

V A1 =−AV1

j = 2
A Al = 0
for i = 2 to m do

A Al = A Al + A Ai−1

if A Al +V A j−1 > θ then /* Signal can be processed */

AV j =α+ β̂ ·exp
(−V A j−1

τrec

)
+∆ ·exp

(−V A j−1

τfat

)
V j = Ai + AV j

V A j =−AV j

j = j +1
A Al = 0

else /* Signal can not be processed */
V A j−1 =V A j−1 + (Ai − Ai−1)

n = j −1
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Appendix B
Solutions
In this Appendix we show further solutions computed by the HEAT Algorithm. The examples
are from different data sets, all described in this thesis and named at each Figure. At the
bottom of the figures, the original ECG can be seen with the input data of the RR intervals for
the algorithm. The computed AV block type is described in the middle, while at the top, the
calculated atrial rate is superimposed over the ECGs P waves for comparison.

Figure B.1:HEAT solution of Kosowsky’s ECG “Figure 4” presented in [77]. The example
shows a 2 level block with a 2 : 1 block on the first level and a varying type I block
on the second. The atrial rate was correctly calculated by the HEAT Algorithm
at 217 ms which can be seen at the top of the figure where the computed atria is
superimposed exactly over the P waves of the ECG.
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Figure B.2:HEAT solution of Slama’s ECG “Figure 2” presented in [134]. The figure shows
a 2 level block with a 2 : 1 block on the first level and a varying type I block on
the second. The atrial rate was correctly calculated by the HEAT Algorithm at
218 ms. This fits quite good to the 220 ms described in the paper and are actually
completely exact as it can be seen at the superimposed atrial excitations.

Figure B.3:HEAT solution of Slama’s ECG “Figure 5a” presented in [134]. The figure shows a
continuous 2 : 1 block on one level. The atrial rate was correctly calculated by the
HEAT Algorithm at 300 ms, which equals exactly the P waves as can be seen in the
superimposed ECG.
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Figure B.4:HEAT solution of Slama’s ECG “Figure 5c” presented in [134]. The figure shows a
2 level block with a 2 : 1 block on the first level and a varying type I block on the
second. The atrial rate was correctly calculated by the HEAT Algorithm at 295 ms,
which equals exactly the P waves as can be seen in the superimposed ECG.

Figure B.5:HEAT solution of Slama’s ECG “Figure 7f” presented in [134]. The figure shows a 2
level block with each 2 : 1 conduction. The atrial rate was correctly calculated by
the HEAT Algorithm at 207 ms, which equals the 290 beats

min described in the paper.

135



CHAPTERB SOLUTIONS

Figure B.6:HEAT solution of Slama’s ECG “Figure 7e” presented in [134]. The figure shows a 2
level block with a type I block on the first level and a continuous 2 : 1 block on the
second. The atrial rate was correctly calculated by the HEAT Algorithm at 263 ms,
with a deviation of only 2 ms. As it can be seen in the superimposed intracardiac
signal this deviation is negligible, as the signals are almost exactly equal.
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Figure B.7:MAVB 2a calculated by the HEAT Algorithm of an AFlut example the HD Univer-
sity Hospital data set. There is a continuous 2 : 1 block on the first level followed
by a varying type I conduction on the second. The HEAT algorithm computed the
exact atrial cycle length of 241 ms.
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Figure B.8:MAVB 3 calculated by the HEAT Algorithm of an AFlut example the HD University
Hospital data set. There is a continuous 2 : 1 block on the first level followed by
two varying 1 : 1 / 2 : 1 conduction levels. The HEAT algorithm computed the
exact atrial cycle length of 210 ms.
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Nomenclature
Throughout this dissertation, number spaces are denoted in uppercase blackboard style (N,
R, Z). Uppercase calligraphic style is used for sets (A,B,T ) which are usually including ac-
tual time points. On the other hand, overlined uppercase calligraphic style (A,C) is used for
sets of time intervals or durations.

All symbols and variables are generally used in the same purpose, which is explained on
the following pages. One exception hereof are the variables of Section 3.2. For these, we kept
the common notation for simplicity reasons. These variables are explained in their corre-
sponding section of the First Principle Models.

List of Symbols
4 End of a definition, lemma, or theorem
� End of a proof

Black Board Symbols
N Set of natural numbers (including zero)
R Set of real numbers

Greek Symbols
α Regular signal conduction time through the AV node

Present in normal sinus rhythm as well as in all various block types
α̂#Level Maximum possible conduction constant on a specific AV block level
α2:1 Specific conduction constant for which a 2 : 1 block appears
∆ j Conduction Increment

Varying increment to the basic conduction time in type I blocks
∆(n+1):n Specific conduction increment for which a (n +1) : n block cycles appears

θ Absolute refractory period
β Facilitation parameter
β̂ Facilitation parameter
δ Facilitation parameter
τrec Recovery time constant
τfat Fatigue time constant
τfac Facilitation time constant
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Roman Symbols
A Atrial level
Ai Atrial Input - Time point of the i th atrial signal in the considered ECG sector
A A Atrial Cycle Length - Time interval between two consecutive atrial

excitations in case of a regular atrial rhythm
AV Atrioventricular level
AV j Entire conduction time from the atria to the ventricles, at the j th

conducted beat within a block cycle.
AV I I

i Input signal time of a specific AV block level, in this case the second,
at the i th incoming signal.

AV I I
j Conduction time of a specific AV block level, in this case the second,

at the j th conducted signal.

Cm Membrane capacity
C S1/2 Electrograms obtained between the distal pair of electrodes of the

coronary sinus catheter
C S3/4 Electrograms obtained between the proximal pair of electrodes of the

coronary sinus catheter

Em Equilibrium potential across a cell’s membrane

F Faraday constant

Im Total membrane current
Ii Current density carried by ions

k Conducted signal counter within one block cycle
m Number of incoming signals
n Number of conducted signals

R Universal gas constant

T Absolute temperature (temperature in Kelvin)
t Time in ms (unless noted otherwise)

V Ventricular level
V The difference of the membrane potential from the inside to the outside

of the cell (only in Section 3.2)
V j Time point of the j th ventricular signal in the considered ECG sector
V V I , I I

j Ventricular Interval - The j th ventricular interval within

one cycle of a type I, respectively type II block
V V I , I I

n Ventricular Block Pause - Produced by the nonconducted signal at
the end of every cycle of a type I, respectively type II block
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AP action potential
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AT atrial tachycardia
ATP adenosine triphosphate
AV atrioventricular
aVF augmented voltage foot
aVL augmented voltage left
aVR augmented voltage right
AVNRT AV nodal reentry tachycardia
AUC Area Under the Curve
CL cycle length
CS coronary sinus
DC direct-current
e.g. for example (exempli gratia)
ECG electrocardiogram
et al. and others (et alii)
FDA U.S. Food and Drug Association
FP false positive
FN false negative
FRP functional refractory period
H His
HD Heidelberg
HEAT Heidelberg Electrocardiogram Analysis Tool
HES Hannover ECG System
HV His-ventricular
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HRV heart rate variability
i.e. that is (id est)
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